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Preface

Economic Documentation for REMI Policy Insight

The first paper in this volume is “The REMI Economic Geography Forecasting and Policy Analysis Model.” It provides the key diagrams and equations for documenting the REMI model. The equations in this paper supersede those in previous model documentation for all U.S. and International REMI Policy Insight versions. Values of your model’s parameters are available in REMI Policy Insight by clicking on the View Parameters option in the Data menu. However, some aspects of the model and its data require more detail. These follow the first paper as chapters 2-9 in the Table of Contents. Next, the abstracts and front pages of selected articles, providing background and research details, authored or co-authored by REMI staff, are provided. These are listed as items 10-23 in the Table of Contents and are available from REMI without charge by request. Finally, a list of published articles listed by topic, also available from REMI, is included. Again, all of the references are available without charge.

Further information is also available at www.remi.com.
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I. Introduction

Since “all politics are local,” the effects of policies on sub-national areas have always been of great interest in the policy-making process. If anything, the concern about regional economies is becoming greater. The reasons for this heightened concern have to do with a combination of economic realities, changing political structures, and the influence of economic research that has emerged over the last decade.

First, after decades of steadily expanding economic prosperity, evidence began to suggest that lagging economies may not inevitably catch up to more advanced areas. Coastal China has continued to develop more rapidly than the interior; much of the income growth in the U.S. in the past decade has been focused in leading metropolitan areas of the Northeast, Texas, and California; and regional disparities persist in almost every European country.

Second, national economies have become more open, through both globalization and regional blocks such as NAFTA and the EU. This changing political organization forces local economic regions to compete with each other, without the national protection of industries. Thus, regions within a country may have an economy that is much stronger or weaker than the national economy as a whole. For example, the states of eastern Germany still lag far behind those of western Germany, despite the overall strength of the German economy.

Finally, the “new economic geography” (see Fujita, et al.) has focused attention on the spatial dimension of the economy. In this emerging area of research, the geographic location of an economy may be even more significant than a national boundary. In fact, the new economic geography shows how economic disparities can surface even with equal resource endowments and in the absence of trade barriers. Since history plays an important role in the development of regional economies, these new research findings also suggest that economic policies may have a significant effect on local economic growth.

In light of this interest, regional policy analysis models can play an important role in evaluating the economic effects of alternative courses of action. Model users can answer “what if” questions about the economic effects of policies in areas such as economic development, energy, transportation, the environment, and taxation. Thus, simulation models for state, provincial, and local economies can help guide decision makers in formulating strategies for these geographical areas.

REMI Policy Insight is probably the most widely applied regional economic policy analysis model. Uses of the model to predict the regional economic and demographic effects of policies cover a range of issues; some examples include electric utility restructuring in Wyoming, the construction of a new baseball park for Boston, air pollution regulations in California, and the provision of tax incentives for business expansion in Michigan. The model is used by government agencies on the national, state, and local level, as well as by private consulting firms, utilities, and universities.

The original version of the model was developed as the Massachusetts Economic Policy Analysis (MEPA, Treyz, Friedlander, and Stevens) model in 1977. It was then extended into a model that could be generalized for all states and counties in the U.S. under a grant from the National Cooperative Highway Research Program. In 1980, Regional Economic Models, Inc. (REMI) was founded to build, maintain, and advise on the use of the REMI model for individual regions. REMI was also established to further the theoretical
framework, methodology, and estimation of the model through ongoing economic research and development.

Major extensions of the initial model include the incorporation of a dynamic capital stock adjustment process (Rickman, Shao, and Treyz, 1993), migration equations with detailed demographic structure (Greenwood, Hunt, Rickman, and Treyz, 1991; Treyz, Rickman, Hunt, and Greenwood, 1993), consumption equations (Treyz and Petraglia, 2001), and endogenous labor force participation rates (Treyz, Christopher, and Lou, 1996). A multi-regional national model has also been developed that has a central bank monetary response to economic changes that occur at the regional level (Treyz and Treyz, 1997).

Recently, the model structure has been developed to include “new economic geography” assumptions. Economic geography theory explains regional and urban economies in terms of competing factors of dispersion and agglomeration. Producers and consumers are assumed to benefit from access to variety, which tends to concentrate production and the location of households. However, land is a finite resource, and high land prices and congestion tend to disperse economic activity.

Economic geography is incorporated in the model in two basic indexes. The first is the commodity access index, which predicts how productivity will be enhanced and costs reduced when firms increase access to intermediate inputs. This index is also used in the migration equation to incorporate the beneficial effect for consumers of having more access to consumer goods, which is factored into their migration decisions. The second index is the labor access index, which captures the favorable effect on labor productivity and thus labor costs when local firms have access to a wide variety of potential employees and are able to select employees whose skills best suit their needs.
II. Overview of the Model

REMI Policy Insight is a structural economic forecasting and policy analysis model. It integrates input-output, computable general equilibrium, econometric, and economic geography methodologies. The model is dynamic, with forecasts and simulations generated on an annual basis and behavioral responses to wage, price, and other economic factors.

The REMI model consists of thousands of simultaneous equations with a structure that is relatively straightforward. The exact number of equations used varies depending on the extent of industry, demographic, demand, and other detail in the specific model being used. The overall structure of the model can be summarized in five major blocks: (1) Output, (2) Labor and Capital Demand, (3) Population and Labor Supply, (4) Wages, Prices, and Costs, and (5) Market Shares. The blocks and their key interactions are shown in Figures 1 and 2.
REMI Model Linkages
(Excluding Economic Geography Linkages)

Figure 1: REMI Model Linkages
Economic Geography Linkages

Figure 2: Economic Geography Linkages

The Output block consists of output, demand, consumption, investment, government spending, exports, and imports, as well as feedback from output change due to the change in the productivity of intermediate inputs. The Labor and Capital Demand block includes labor intensity and productivity as well as demand for labor and capital. Labor force participation rate and migration equations are in the Population and Labor Supply block. The Wages, Prices, and Costs block includes composite prices, determinants of production costs, the consumption price deflator, housing prices, and the wage equations. The proportion of local, inter-regional, and export markets captured by each region is included in the Market Shares block.

Models can be built as single region, multi-region, or multi-region national models. A region is defined broadly as a sub-national area, and could consist of a state, province, county, or city, or any combination of sub-national areas. Within a large, multinational currency zone such as the European Union, models of a national economy can be built using the same economic framework employed in regional models.

Single-region models consist of an individual region, called the home region. The rest of the nation is also represented in the model. However, since the home region is only a small part of the total nation, the changes in the region do not have an endogenous effect on the variables in the rest of the nation.

Multi-regional models have interactions among regions, such as trade and commuting flows. These interactions include trade flows from each region to each of the other regions. These flows are illustrated for
a three-region model in Figure 3. There are also multi-regional price and wage cost linkages as shown in the Figure at the end of Section III.

Trade and Commuter Flow Linkages

![Diagram showing trade and commuter flow linkages](image)

Figure 3: Trade and Commuter Flow Linkages

Multiregional national models that encompass an entire currency union, such as the U.S. or E.U., also include a central bank monetary response that constrains labor markets. Models that only encompass a relatively small portion of a currency union are not endogenously constrained by changes in exchange rates or monetary responses.

**Block 1. Output**

This block includes output, demand, consumption, investment, government spending, import, commodity access, and export concepts. Output for each industry in the home region is determined by industry demand in all regions in the nation, the home region’s share of each market, and international exports from the region.

For each industry, demand is determined by the amount of output, consumption, investment, and capital demand on that industry. Consumption depends on real disposable income per capita, relative prices, differential income elasticities, and population. Input productivity depends on access to inputs because a larger choice set of inputs means it is more likely that the input with the specific characteristics required for the job will be found. In the capital stock adjustment process, investment occurs to fill the difference
between optimal and actual capital stock for residential, non-residential, and equipment investment. Government spending changes are determined by changes in the population.

**Block 2. Labor and Capital Demand**

The Labor and Capital Demand block includes the determination of labor productivity, labor intensity, and the optimal capital stocks. Industry-specific labor productivity depends on the availability of workers with differentiated skills for the occupations used in each industry. The occupational labor supply and commuting costs determine firms’ access to a specialized labor force.

Labor intensity is determined by the cost of labor relative to the other factor inputs, capital and fuel. Demand for capital is driven by the optimal capital stock equation for both non-residential capital and equipment. Optimal capital stock for each industry depends on the relative cost of labor and capital, and the employment weighted by capital use for each industry. Employment in private industries is determined by the value added and employment per unit of value added in each industry.

**Block 3. Population and Labor Force**

The Population and Labor Force block includes detailed demographic information about the region. Population data is given for age, gender, and ethnic category, with birth and survival rates for each group. The size and labor force participation rate of each group determines the labor supply. These participation rates respond to changes in employment relative to the potential labor force and to changes in the real after-tax wage rate. Migration includes retirement, military, international, and economic migration. Economic migration is determined by the relative real after-tax wage rate, relative employment opportunity, and consumer access to variety.

**Block 4. Wages, Prices and Costs**

This block includes delivered prices, production costs, equipment cost, the consumption deflator, consumer prices, the price of housing, and the wage equation. Economic geography concepts account for the productivity and price effects of access to specialized labor, goods, and services.

These prices measure the price of the industry output, taking into account the access to production locations. This access is important due to the specialization of production that takes place within each industry, and because transportation and transaction costs of distance are significant. Composite prices for each industry are then calculated based on the production costs of supplying regions, the effective distance to these regions, and the index of access to the variety of outputs in the industry relative to the access by other uses of the product.

The cost of production for each industry is determined by the cost of labor, capital, fuel, and intermediate inputs. Labor costs reflect a productivity adjustment to account for access to specialized labor, as well as underlying wage rates. Capital costs include costs of non-residential structures and equipment, while fuel costs incorporate electricity, natural gas, and residual fuels.

The consumption deflator converts industry prices to prices for consumption commodities. For potential migrants, the consumer price is additionally calculated to include housing prices. Housing prices change from their initial level depending on changes in income and population density.
Wage changes are due to changes in labor demand and supply conditions and changes in the national wage rate. Changes in employment opportunities relative to the labor force and occupational demand change determine wage rates by industry.

**Block 5. Market Shares**

The market shares equations measure the proportion of local and export markets that are captured by each industry. These depend on relative production costs, the estimated price elasticity of demand, and the effective distance between the home region and each of the other regions. The change in share of a specific area in any region depends on changes in its delivered price and the quantity it produces compared with the same factors for competitors in that market. The share of local and external markets then drives the exports from and imports to the home economy.
III. Detailed Diagrammatic and Verbal Description

The first task in this chapter is to examine the internal interactions within each of the blocks and to present task is to examine the linkages between the blocks. Finally, the last task is to tie it all together by looking at the key inter-block and intra-block linkages.

Block 1. Output

Key Endogenous Linkages in the Output Block

This block incorporates the regional product accounts. It includes output, demand, consumption, government spending, imports, and exports. The commodity access index, an economic geography concept, determines the productivity of intermediate inputs. Inter-industry transactions from the input-output table are also accounted for in this block.

Output for each industry in the home region is determined by industry demand in all regions in the nation, the home region’s share of each market, and international exports from the region. The shares of home and other regions’ markets are determined by economic geography methods, explained in block 5.

Consumption, investment, government spending, and intermediate inputs are the sources of demand. Consumption depends on real disposable income per capita, relative prices, the income elasticity of demand, and population. Consumption for all goods and services increases proportionally with population. The consumption response to per capita income is divided into high and low elasticity consumption components. For example, the demand for consumer goods such as vehicles, computers, and furniture is highly responsive to income changes, while health services and tobacco have low income elasticities. Demand for individual
consumption commodities are also affected by relative prices. Changes in demand by consumption components are converted into industry demand changes by taking the proportion of each commodity for each industry in a bridge matrix.

Real disposable income, which drives consumption, is determined by wages, employment, non-wage income, and the personal consumption expenditure price index. Labor income depends on employment and the compensation rate, described in blocks 2 and 4, respectively. Non-wage income includes commuter income, property income, transfers, taxes, and social security payments. Disposable income is stated in real terms by dividing by the consumer price index.

Investment occurs through the capital stock adjustment process. The stock adjustment process assumes that investment occurs in order to fill the gap between the optimal and actual level of capital. The investment in new housing, commercial and industrial buildings, and equipment is an important engine of economic development. New investment provides a strong feedback mechanism for further growth, since investment represents immediate demand for buildings and equipment that are to be used over a long period of time. The need for new construction begets further economic expansion as inputs into construction, especially additional employment in this industry, create new demand in the economy.

Investment is separated into residential, nonresidential, and equipment investment categories. In each case, the level of existing capital is calculated by starting with a base year estimate of capital stock, to which investment is added and depreciation is subtracted for each year. The desired level of capital is calculated in the capital demand equations, in block 2. Investment occurs when the optimal level of capital is higher than the actual level of capital; the rate at which this investment occurs is determined by the speed of adjustment.

Government spending at the regional and local level is primarily for the purpose of providing people with services such as schooling and police protection. Thus, changes in government spending are driven by changes in population. The government spending equation takes into account regional differences in per capita government spending, as well as differential government spending levels across localities within a larger region.

The demand for intermediate inputs depends on the requirements of industries that use inputs from other sectors. These inter-industry relationships are based on the input-output table for the economy. For example, a region with a large automobile assembly plant would have a correspondingly large demand for primary metals, since this industry is a major supplier to the motor vehicles industry.

Thousands of specialized parts are needed to assemble an automobile, and the close proximity of the parts suppliers to the assembly plant is particularly significant under just-in-time inventory management procedures. More generally, the location of intermediate suppliers is important to at least some extent for every industry. Thus, the economic geography of the producer and input suppliers is a key aspect of regional productivity.

The agglomeration economies provided by the proximity of producers and suppliers is measured in the commodity access index. This index determines intermediate input productivity. The commodity access index for each industry is determined by the use of intermediate inputs, the effective distance to the input suppliers, and a measure of the productivity advantage of specialization in intermediate inputs. This productivity advantage is the elasticity of substitution between varieties in the production function. Although
producers may be able to find a substitute for the precise component or service that they desire, access to the most favorable input provides a productivity advantage. When substitution between varieties is inelastic, then the productivity benefit of access to inputs is high. Thus, agglomeration economies are strong for the production of electrical equipment, computers, and machinery, and other industries that require specialized types of inputs for which substitution is difficult.

An increase in the output of an industry provides a larger pool of goods and/or services from which to choose. Since firms incur some fixed cost to produce a new variety, this increased pool of goods and services represents an increased availability of varieties. Therefore, an increase in industry output leads to a greater supply of differentiated goods and services, which can in turn lead to higher productivity and increase output. This positive feedback between tightly related clusters of industries is one source of regional agglomeration.

Since standard input-output analysis is often used to predict the effect of a firm either moving into or out of an area, it is important to explain why the results of the input-output analysis is incomplete. The following diagrams and explanation give an overview of the differences and similarities between REMI Policy Insight and Standard Input-Output.

In the first diagram (“Factors Included in Standard Input-Output Models”), white boxes (□) indicate the linkages that constitute most I-O models.

Some input-output models differentiate consumption by average household spending rates based on average earnings by industry. REMI differentiates between changes in income per capita and income changes
due to changes in population, and includes different income elasticities for purchases of different consumer products (e.g. the consumption type that includes cigarettes has a lower income elasticity than the type that includes motor vehicles). Also, most I-O models would not account for the inflow and outflow of commuters.

Thus, the I-O model captures the inter-industry flows that occur as output changes (each extra dollar of steel used 3 cents of coke) and it has feedbacks to consumer spending that are generated by changes in workers' income. Since population migration changes are not modeled, feedbacks to state and local governments in terms of new demands for per capita services are not included. Investment spending to construct new residential housing and commercial buildings cannot be modeled in static input-output models, because it is a transitory process that will occur when the need for housing and new stores occurs due to higher incomes and population but will return towards the baseline construction activity once the number of new houses and stores has risen enough to meet the one-time permanent increase in demand.

The change in the share of all markets as costs, the access to intermediate inputs, and the access to labor and feedback from other areas in a multi-region model are not included in standard I-O models. These all have effects in the short run, but the effects are even much larger in the long run. While an I-O analysis just gives a partial static picture, REMI catches all of the dynamic effects for each year in the future.

In addition to the difference in the extent of the important feedbacks in REMI compared to I-O, there is a major difference in the options for inputting policy variables in the two models. The following diagram, which will be explained in more detail in Chapter V, shows the way standard input for the I-O model is Export Sales (going into International Exports) in comparison to the large number of inputs in the REMI model for Block 1.
Standard input-output models only account for the direct output changes entered into the model, neglecting the displacement effects or augmenting effects on similar businesses in the region (or regions) modeled. REMI also provides this option.

Only REMI provides for inputting the output of the new firm in a way that accounts for displacement of competing employers in the home region and other regions in the multi-region model.

The alternative way that REMI provides for the effect of a firm entering or leaving a region due to a policy change can have substantial effects on the predicted outcome. For example, if a new grocery store is subsidized to move in, but 95% of all groceries are bought in the home region in the baseline case, then most of the sales of the new firm would displace sales in the grocery stores that are currently in the home region. This would mean that the net increase in jobs would only be a fraction of the firm’s employment. The gain would mainly have to come from the increasing share in other regions, and this may be small if the initial shares indicate that the geographic area served by this industry is always very close to its source. In addition to considering the initial displacement, the REMI policy variable for a new firm will show how the future will be different if this new firm maintains its initial gain in share in the multi-region, the rest of the monetary union, and the rest of the world markets. Thus, the long-term effects will capture the differential effects of gaining
share in an industry in which demand in the relevant markets is expanding rapidly versus those in which the demand is growing slowly. It will also capture the way that future projected changes in output per worker will mean that sales growth and employment growth may differ markedly.

The range of other policy variables for the output block can be seen in the diagrams. These other ways that policy can influence the economic and demographic future of an area are not available for standard I-O models, because the linkages to most of the key processes that influence the outcomes in the region are not included in the structure of I-O models.

**Block 2. Labor and Capital Demand**

The Labor and Capital Demand block includes employment, capital demand, labor productivity, and the substitution among labor, capital, and fuel. Total employment is made up of farm, government, and private non-farm employment. Employment in private non-farm industries depends on employment demand and the number of workers needed to produce a unit of output. Employment demand is built up from the separate components of employment due to intermediate demand, consumer demand, local and regional government demand, local investment, and exports outside of the area. The employment per dollar of output depends on the national employment per dollar of output, the cost of other factors, and the access to specialized workers.

The availability of a large pool of workers within a region contributes to the labor force productivity. Each worker brings a set of unique characteristics and skills, even within the same occupational category. For
example, a surgeon may specialize in heart, brain, or knee surgery. Although a brain surgeon may be able to perform a heart operation, the brain surgeon is likely to be less effective than a surgeon who has specific experience with heart surgery. Hospitals in major medical centers such as Houston are in an excellent position to meet their staff requirements because the number of qualified job applicants in the region is so large.

More broadly, locations that can be easily reached by a large number of potential employees can better match jobs with workers. The equation for labor productivity due to labor access is calculated separately for each occupation. Occupational productivity in each location is based on the residential location of all potential workers and their actual or potential commuting costs to that location.

The contribution of labor variety to productivity is measured by an occupation-specific elasticity of substitution based on a study that considered wages and commuting patterns across a large metropolitan area. While the match of workers in specialized roles that are consistent with their training has a large impact on productivity for medical occupations, it is significantly less important for workers in the food service sector. Industry productivity due to specialization is built up from occupational productivity, using the proportionate number of workers in each occupation that are employed by a given industry.

The number of employees needed per unit of output depends on the use of other factors of production as well as labor access issues. Labor intensity, which measures the use of labor relative to other factors, is determined by the cost of labor relative to the cost of capital and fuel. The substitution between labor, capital, and fuel is based on a Cobb-Douglas production function, which implies constant factor shares. Labor intensity is calculated for each industry.

Demand for capital is driven by the optimal capital stock equation for industries and for housing. The optimal level of capital is determined for non-residential structures and equipment for each industry. The regional optimal capital stock is based on the industry size measured in capital-weighted employment terms, the cost of capital relative to labor, and a measure of the optimal capital stock on the national level. The variable for employment weighted by capital use is determined by the capital weight, employment, and labor productivity. The capital weight is the ratio of industry capital to employment in the region compared to the capital to employment ratio for the nation. The national optimal capital stock is based on the investment in the nation, the actual capital stock, the speed of adjustment, and the depreciation rate.

The optimal level of capital for residential housing is determined by the real disposable income in the region relative to the nation, the optimal residential capital stock for the nation, and the price of housing. To account for the cost of fuel, the fuel components of production (coal mining, petroleum refining, electric and natural gas utilities) are taken out of intermediate industry transactions and considered as a value-added factor of production. Then, firms substitute between labor, capital, and fuel (electric, natural gas, and residual fuel) as the relative costs of factor inputs change.
The Population and Labor Force block includes detailed demographic information about the region. The population is central to the regional economy, both as a source of demand for consumer and government spending and as the determinant of labor supply. As the composition of the population changes through births, deaths, and migration, so goes the region.

The demographic block is based on the cohort-survival method. Population in any given year is determined by adding the net natural change and the migration change to the previous year’s population. The natural change is caused by births and deaths, while migration occurs for economic and non-economic reasons. Population data is given for age, gender, and ethnic category.

Birth rates are the ratio of births to the number of women in each age group. The survival rate is equal to one minus the death rate, which is the ratio of deaths to population in each cohort. Since birth rates vary widely across age and ethnic groups, and survival rates vary widely for gender as well as age and ethnic category, the detailed demographic breakdown is needed to accurately capture the aggregate birth and survival rates.

Migration, economic or non-economic, also varies widely across population groups. Changes in retirement, international, and returning military migration are all assumed to occur for reasons that are not primarily due to with changing regional economic conditions. Retirement migration depends on the retirement-age population in the rest of the country for regions that have gained retirement population in the
past, and on the retirement-age population within the regions for places that tend to have a net loss of retirees. The probability of losing or gaining a retiree is age and gender specific for each age group.

International migration is also based on previous patterns. Changes in political restrictions on immigration and the economy of the immigrants’ country are more significant in determining international migration than are changes in the economy of the home region. Returning military migration patterns are also better explained by existing patterns than by regional economic conditions, so returning military is also an exogenous variable.

Economic migration is the movement of people to regions with better economic conditions. Economic migrants are attracted to places with relatively high wages and employment opportunities. Migrants are also attracted to places with high amenities. Potential migrants value access to consumer commodities, which depend on economic conditions. Thus, as the output of consumer goods and services increases, the amenity attraction of the region increases. Other amenities are due to non-economic factors. These amenities or compensating differentials are measured indirectly by looking at migration patterns over the last 20 years. In this way, the compensating differential is calculated as the expected wage rate that would result in no net in- or out-migration. For example, people may be willing to work in Florida even if paid only 85% of the average U.S. wage rate.

The labor force consists of unemployed individuals who are seeking work as well as employed workers. The labor force participation rate is thus the proportion of each population group that is working or looking for work. To predict the labor force, the model sums up the participation rate and cohort size for each demographic category. Participation rates vary widely across age, gender, and ethnic category; thus, the labor force depends in large part on the population structure of the region.

The willingness of individuals to participate in the labor force is also responsive to economic conditions. Higher wage rates and greater employment opportunities generally encourage higher labor force participation rates. The extent to which rates change in response to these economic factors, however, differs substantially for different population groups. For example, the willingness of men to enter the labor force is more influenced by wages, while women are more sensitive to employment opportunities.
This block includes wages, consumer prices, production costs, housing prices, and composite wages and input costs. Wages, prices, and costs are determined by the labor and housing markets. The labor market is central to the regional economy, and wage differences are the primary source of price and cost differentials between regions. Demand for labor, from block 2, and labor force supply, from block 3, interact to determine wage rates. Housing prices depend on changes in population density and changes in real disposable income.

Economic geography concepts account for productivity and corresponding price effects due to access to specialized labor and inputs into production. The labor access index from block 2, as well as the nominal wage rate, determines the composite wage rate. The composite cost of production depends on the productivity-adjusted wage rate of the region, costs of structures, equipment, and fuel, and the delivered price of intermediate inputs.

The delivered price of a good or service is based on the cost of the commodity at the place of origin, and the distance cost of providing the commodity to the place of destination. This price measure is calculated relative to delivered prices in all other regions, and weights the delivered price from all locations that ship to the home region.
The Market Shares block represents the ability of the region to sell its output within the local region, to other regions in the nation, and to other nations. Although the share of local markets is generally higher than any other market share, the equation for the market share of the home region is the same as for other regions within the nation. The share of international exports from the home region depends on national exports overall, and relative cost and output changes in the home region.

Changes in market shares within the nation depend on changes in industry production costs and output. Production cost increases lower market shares, but higher output raises market shares. Market shares rise with output increases, since higher output is better able to meet local and other regions’ demand for goods and services by providing more choices.
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IV. Block by Block Equations

Block 1 - Output

Output Equations

The output in area $k$ for industry $i$ is determined by the following equation:

$$Q^k_i = \sum_{l=1}^{m} s^{k,l}_i DD^l_i + sx^{k,row}_i * X^u_i$$

(1-1)

where

$Q^k_i$ = The output for industry $i$ in area $k$.

$DD^l_i$ = The domestic demand for industry $i$ in area $l$.

$X^u_i$ = Exports of industry $i$ from the nation ($u$).

$s^{k,l}_i$ = Area $k$’s share for industry $i$ of the market in area $l$.

$sx^{k,row}_i$ = Area $k$’s share of the national exports of $i$ to the rest of the world ($row$).

$m$ = The number of areas in the model (minimum 2). Also the letter that denotes the exogenous region (i.e. rest of the nation) for any model that does not incorporate a monetary feedback.

The $DD^l_i$ is the quantity demanded in $l$. The $s^{k,l}_i$ term will incorporate the changes in $k$’s share of $i$ in $l$ that are due to the changes in $k$’s delivered price of $i$ to $l$ compared to the weighted average price charged by all of the areas that deliver to $l$, the variety of $i$ offered in $k$ compared with the variety offered by competitors in $l$, and the mix of fast-growing relative to slow-growing detailed industries that make up industry $i$ in area $k$ compared to the mix in the nation (see Block 5 below).

$$DD^l_i = \left( \sum_{j=1}^{n} a^{l}_j Q^j_i + \sum_{j=n+1}^{n+c+inv} a^{u}_j C^l_j + \sum_{j=n+c+1}^{n+c+inv+g} a^{g}_j I^l_j + \sum_{j=n+c+inv+g} a^{g}_j * G^l_j \right) * sd^l_j$$

(1-2)

where

$DD^l_i$ = Domestically demand for industry $i$ in area $l$.

$a^{l}_j$ = The average $i$ purchased per dollar spent on $j$ in the nation ($u$) in the current time period$^1$.

$$a^{l}_j = \frac{a^{u}_j}{MCPRODA^l_{i,j}}$$

(1-3)

where

$a^{l}_j$ = The average $i$ purchased per dollar spent on producing $j$ in region $l$ in period $t$.

$^1$ Where input-output accounts use a commodity-by-industry input-output framework in which commodities and industries are classified separately, the make and use tables can be used to convert to an industry-by-industry framework.
**MCPRODA** = The moving average of **MCPROD**.

\( sd^l_i = \) The share of area \( l \)’s demand for good \( i \) in time \( t \) that is supplied from within the nation.

\( n = \) The number of industries.

\( c = \) The number of final demand consumption categories.

\( inv = \) The number of investment sectors.

\( g = \) The number of government sectors.

\( Q_j^l = \) The output of industry \( j \) in area \( l \).

\( C_j^l = \) The demand for consumption category \( j \) in area \( l \).

\( I_j^l = \) The demand for investment category \( j \) in area \( l \).

\( G_j^l = \) The spending by government type \( j \) in area \( l \).

\[
MCPROD^l_i = \left( \frac{\sum_{i=1}^{m} \left( \frac{Q_i^l}{\sum_{i=1}^{m} Q_i^l} \right) \left( (ED_k^l)^{1/} \right)^{1-s_i} \right)}{1-s_i} \right)^{-1}
\]

\( MCPROD^l_i = \) Intermediate Input Access Index. It predicts the change in the productivity of intermediate inputs due to changes in the access to these inputs in area \( l \).

where

\( \sigma_i = \) The price elasticity of demand for industry \( i \). (This parameter is estimated econometrically as the change in market share due to changes in area \( k \)’s delivered price compared to other competitors in each market in which area \( k \) sells products of industry \( i \).)

\( ED_k^l = \) The “effective distance” between \( l \) and \( k \). (This variable is obtained by aggregating from the small area trade flows in our database.)

\( Q_i^l = \) Output of \( i \) in \( l \).

\( \eta_i = \) Distance deterrence elasticity. This is estimated using the exponent in the gravity equation \( (\beta_i) \) and the estimated price elasticity \( \sigma_i \) and then using the identity \( \eta_i = \frac{\beta_i}{\sigma_i - 1} \).

---

2 All local government demands in a local area translate into local government spending in that area.

However, demand for state government services in a county within a state results in government spending on services in the counties where state government services are supplied, which may only lead to a small amount of extra state government services or spending in the area where the demand arises. Likewise, national government demand may result in national spending or services in different areas of a country.
\[ MCPRODA_t = .2MCPROD_t + .8MCPRODA_{t-1} \]

\[ CPROD_j^k = \prod_{i=1}^{n} \left( MCPRODA_i^{PCE_{i,j}} \right) \]

\[ MIGPROD_j = \text{The consumption commodity } j \text{ access index in area } k. \]
\[ PCE_{i,j}^u = \text{The proportion of each industry's input to consumption commodity } j. \]
\[ s = \text{The number of industries.} \]

\[ MIGPROD_j^k = \prod_{i=1}^{c} \left( \frac{CPROD_{j,i}^{k}}{CPROD_{j,i-1}^{k}} \right)^{WC_{i,j}} \cdot MIGPROD_{i-1} \]

\[ MIGPROD_j = 1 \]
\[ MIGPROD_j^k = \text{The consumer access index}. \]
\[ c = \text{The number of consumption commodities.} \]
\[ WC_{i,j}^u = \frac{C_{i,j-1}^u}{\sum_{j=1}^{c} C_{i,j-1}^u} \]

**Consumption Equations**

REMI Policy Insight Version 9.5 includes the following consumption equation, which substitutes for the equation published in a 2001 article by George Treyz and Lisa Petraglia.3


\[ C_{j,t} = \begin{bmatrix} \frac{YD_t}{N_t} \\ \frac{YD_t}{N_t} \end{bmatrix} \ast \begin{bmatrix} \sum_{i=1}^{c} \left( \frac{\%DG_{i,t}^u \ast PC_{i,t}}{\%DG_{i,t}^u \ast PC_{i,t}} \right) \\ \sum_{i=1}^{c} \left( \frac{\%DG_{i,t}^u \ast PC_{i,t}}{\%DG_{i,t}^u \ast PC_{i,t}} \right) \end{bmatrix} \ast \begin{bmatrix} \frac{C_t^{2004}}{C_t^{2004}} \ast \text{Age Comp Effect(2)} \\ \frac{C_t^{2004}}{C_t^{2004}} \ast \text{Age Comp Effect(2)} \end{bmatrix} \ast \begin{bmatrix} \frac{\text{CHIP}_{t-1}}{P_t} \\ \frac{\text{CHIP}_{t-1}}{P_t} \end{bmatrix} \ast \frac{\text{CHIP}_{t-1}}{P_t} \ast \frac{\text{CHIP}_{t-1}}{P_t} \ast \begin{bmatrix} C_{j,t}^u \\ N_t \end{bmatrix} \ast N_t^k \]

**Variable Definitions**

\[ \text{RYD} = \text{Real Disposable Income} \]
\[ \text{YD} = \text{Nominal Disposable Income} \]
\[ \text{N} = \text{Population} \]

---

\( P = \text{Price} = C_{IFP} \)

\( \overline{P}^k = \text{Average price in area for the weighted average of all the commodities that make up total consumption} \)

\( C = \text{Consumption} \)

\( \%DG = \text{percentage of Demographic Age Group} \)

\( PC = \text{Propensity to consume} \)

**Subscripts**

\( t = \text{time period} \)

\( T = \text{last history year time period} \)

\( j = \text{consumption commodity} \)

**Superscripts**

\( k = \text{local region} \)

\( u = \text{entire nation} \)

\( \beta_j = \text{marginal income elasticities: 1.32 for “luxuries” (L), .46 for “necessities” (N)} \)

\( \gamma_j = \text{marginal price elasticities: -.85 for “luxuries” (L), -.12 for “necessities” (N)} \)

\( R = \text{major region of the country (Northeast, Midwest, South, West)} \)

### Real Disposable Income Equations

Real disposable income (RYD) in the region equals personal income \((YP)\) adjusted for taxes \((TAX)\) and the PCE-Price Index, which represents the cost of living \((lP)\). Total personal income \((YP)\) depends on compensation \((COMP)\), and proprietors’ income \((YPI)\), property income \((YP_{PROP})\), employee and self-employed contributions for government social insurance \((TWPER)\), employer contributions for government social insurance \((EGSI)\), transfer payments \((V)\), and an adjustment to account for the difference between place-of-work and place-of-residence earnings \((RA)\).

Compensation, \(COMP\), is an aggregation of individual industry wages and salaries and supplements to wages and salaries. Thus,

\[
COMP = \sum_{i=1}^{n} E_i w_i \tag{1-10}
\]

where

\( E_i \) is employment in industry \( i \), and \( w_i \) is the compensation rate of industry \( i \).

The self-employed generate proprietors’ income.
\[ YPI_i = YLP_i - COMP_i \]  

where

\[ YPI_i \] is proprietors’ income for industry \( i \)

Total labor and proprietors’ income, \( YLP \), for all industries in the region can be calculated as

\[
YLP = \sum_{i=1}^{n} \left[ COMP_{i,t} \ast \left( \frac{YLP_{i,T}}{COMP_{i,T}} \right) \ast \left( \frac{YLP_{i,T}}{COMP_{i,T}} \right) \right]
\]  

Wage and salary disbursements, \( WSD \), are predicted as

\[
WSD_i = \left( \frac{WSD_{i,T}}{COMP_{i,T}} \right) \ast COMP_{i,t} \ast \left( \frac{WSD_{i,T}}{COMP_{i,T}} \right)
\]  

Property income, \( YPROP \), depends on the population and its age distribution, as well as historical regional differences in property income received.

\[
YPROP = \lambda_{YPROP} NP \left( \frac{YPROP^w}{NP^w} \right)
\]  

and

\[
NP = L65 + m65 \ast G65
\]  

where \( m65 \) is the national ratio of per capita property income received for persons 65 years and older \((G65)\) relative to property received by persons younger than 65 \((L65)\), and \( \lambda_{YPROP} \) adjusts for regional differences and is calculated in the last historical year by solving equations (1-14) and (1-15).

Employee and self-employed contributions for government social insurance, \( TWPER \), are predicted as

\[
TWPER = \lambda_{TWPER} WSD \left( \frac{TWPER^w}{WSD^w} \right)
\]  

Where \( \lambda_{TWPER} \) is a coefficient calculated in the last historical year to adjust for regional differences in the \( TWPER \) per dollar of wage and salary disbursements, and \( WSD \) equals wage and salary disbursements.

Employer contributions for government social insurance, \( EGSI \), are predicted as

\[
EGSI = \lambda_{EGSI} WSD \left( \frac{EGSI^w}{WSD^w} \right)
\]  

Where \( \lambda_{EGSI} \) is a coefficient calculated in the last historical year to adjust for regional differences in the \( EGSI \) per dollar of wage and salary disbursements.
The residence adjustment, $RA$, is used to convert place-of-work income (compensation, proprietors’ income, and contributions for government social insurance) to place-of-residence income.

$$RA^k = GI^k - GO^k$$ (1-18)

$$GI^k = \sum_{l=1}^{n} rs^{l,k} \star \left( YLPNF^l - TWPER^l - EGSt^l \right)$$ (1-19)

$GI^k$ = Gross inflow of commuter dollars for residents of region $k$ who work in all other areas.

$YLPNF^l$ = Labor and proprietors’ income (except for farm) in area $l$.

$rs^{l,k}$ = The share of earnings in $l$ that is earned by residents of $k$ who work outside of $k$ (currently fixed at the last year in history in lieu of future plans to endogenously incorporate new economic geography concepts to predict changes in $rs^{ik}$ based on labor supply and wage costs by place of origin).

$$GO^k = \sum_{l \neq k}^{m} nrs^{k,l} \left( YLPNF^k - TWPER^k - EGSt^k \right)$$ (1-20)

$GO^k$ = Gross outflow from region $k$ to all other areas ($m$).

$nrs^{k,l}$ = Share of earnings in region $k$ going to residents of region $l$ (currently fixed at the last history year share).

Transfer payments, $V$, depend on the number of persons in each of three groups: persons 65 years and older, persons younger than 65 who are not working, and all persons who are not working. Transfer payments also are adjusted for historical regional differences.

$$V = \lambda_V NV \left( V^*/NV^* \right)$$ (1-21)

and

$$NV = VG(G65) + VL[L65 - E\left( 1 + \frac{RA}{WSDT} \right)] + [N - E\left( 1 + \frac{RA}{WSDT} \right)]$$ (1-22)

Where $VG$ are per capita transfer payments for persons 65 years and older relative to per capita transfer payments for all persons not working, $VL$ are per capita transfer payments for persons younger than 65 who are not working, $\lambda_V$ adjusts for regional differences and is calculated in the last historical year by solving equations (1-16) and (1-17), and $E$ and $N$ are, respectively, total employment and population in the region and $WSDT$ is the total wage and salary disbursements.

The variable $TAX$ depends on net income after subtracting transfer income. It is adjusted for regional differences by $\lambda_{TAX}$ and changes as national tax rates change.
\[ TAX = \lambda_{Tax} \left( YP - V \left[ \frac{TAX^*}{YP^* - V^*} \right] \right) \] (1-23)

**Investment Equations**

There are three types of fixed investment to be considered: residential, nonresidential, and equipment. Change in business inventories is the other component of investment, and is based on the national change in inventories as a proportion of sales applied to the size of the local industry.

The way in which the optimal capital stock \( K^* \) is calculated for each structure investment category (residential and non-residential) is explained in the factor and intermediate demand section below. Introducing time explicitly into the model, we can write equations that apply for residential and nonresidential fixed capital.

\[
IL_{p,j} = \alpha \left[ (K^*_i) - (1 - dr^*_i)K_{i-1} \right] \] (1-24)

\[
K_{t-1} = (1 - dr_{t-1})K_{t-2} + IL_{t-1} \] (1-25)

Using equation (1-24), the actual capital stock in equation (1-25) can be replaced with the sum of the surviving initial capital stock \( (K_0) \) and the surviving previous investment expenditures. The investment equation is

\[
KG_{j,t}^k = K_{j,t}^k = \left( K_{j,t}^k - \prod_{i=1}^{t} \left( 1 - dr_{j,i} \right) + \sum_{i=1}^{t-1} IL_{j,t}^k \right) \] (1-26)

\[
KGA_{j,t}^k = 0.5 * KG_{j,t}^k + 0.5 * KGA_{j,t-1}^k
\]

\[
IL_{j,t}^k = \alpha \cdot KGA_{j,t}^k
\]

\[
I_{j,t}^k = \sum_j inv_{j,t} IL_{j,t}^k \] (1-27)

- \( KG_{j,t}^k \) = Gap between current year's optimal and actual capital stock
- \( KGA_{j,t}^k \) = Moving average (two-year) of gap between optimal and actual capital stock for current year.
- \( KGA_{j,t-1}^k \) = Moving average of gap between optimal and actual capital stock for previous year.
- \( I_{j,t}^k \) = Investment demand for output from industry \( i \), time \( t \), region \( k \)
- \( IL_{j,t}^k \) = Investment demand for investment type \( j \), time \( t \), region \( k \)
\( \text{inv}_{ij,t} \) = Coefficient denoting the proportion of investment category \( j \) supplied by industry \( i \), time \( t \).

\( K^{*}_{j,t} \) = Optimal capital stock, type \( j \), time \( t \), region \( k \).

\( K_{j,0} \) = Capital stock, type \( j \), time 0, region \( k \).

\( dr_{j} \) = Depreciation rate, type \( j \).

\( \alpha_{j} \) = Speed of adjustment, type \( j \).

(For additional details see Rickman, Shao and Treyz, 1993).

Producers’ durable equipment investment is calculated somewhat differently from residential and nonresidential investment. Since a very large part of equipment investment is for replacement, and not net new purchases, the following equation is used:

\[
IL^{u}_{PDE,t} = 0.14 \times ((IL^{u}_{NRS,t} / IL^{u}_{NRS,t}) \times IL^{u}_{PDE,t}) + 0.86 \times ((K^{k}_{NRS,t} / K^{u}_{NRS,t}) \times IL^{u}_{PDE,t})
\]

\( IL^{k}_{PDE,t} \) = Investment demand for producers’ durable equipment, time \( t \), region \( k \).

\( IL^{k}_{NRS,t} \) = Investment demand for nonresidential, time \( t \), region \( k \).

\( IL^{u}_{NRS,t} \) = Investment demand for nonresidential, time \( t \), national (\( u \)).

\( IL^{u}_{PDE,t} \) = Investment demand for producers’ durable equipment, time \( t \), national (\( u \)).

\( K^{k}_{NRS,t} \) = Capital stock for nonresidential, time \( t \), region \( k \).

\( K^{u}_{NRS,t} \) = Capital stock for nonresidential, time \( t \), national (\( u \)).

The national change in business inventories is allocated according to the regional share of employment.

\[
CBI^{l}_{i} = \left( \frac{E^{l}_{i}}{E^{u}_{i}} \right) \times CBI^{u}_{i}
\]

\( CBI^{l}_{i} \) = The change in business inventories, industry \( i \), region \( l \).

\( CBI^{u}_{i} \) = The change in business inventories, industry \( i \), national (\( u \)).

\( E^{l}_{i} \) = Employment, industry \( i \), region \( l \).

\( E^{u}_{i} \) = Employment, industry \( i \), national (\( u \)).

**Government Spending Equations**

The state and local government demand equations are driven based on the average per capita demand for these services in the last history year (\( T \)).
\[ G_{\text{state},t}^l = \lambda_{\text{state}}^l \cdot N_t^l \cdot \left( \frac{G_{\text{state},u}^u N_t^u}{N_T^u} \right) \]  
\[ G_{\text{local},t}^l = \lambda_{\text{local}}^l \cdot N_t^l \cdot \left( \frac{G_{\text{local},u}^u N_t^u}{N_T^u} \right) \]

where

- \( G_{\text{state},t}^l = \) The demand for state services in region \( l \), time \( t \).
- \( G_{\text{local},t}^l = \) The demand for local services in region \( l \), time \( t \).
- \( \lambda_{\text{local}}^l = \) An estimate of the last history year local government spending per capita in region \( l \).
- \( \lambda_{\text{state}}^l = \) An estimate of the state last history year average spending per capita in the state in region \( l \).
- \( N_t^l = \) The total population, region \( l \), time \( t \).

Superscript \( u \) indicates similar values for the nation.

In the absence of adequate local demand estimates for state and local government separately, it is necessary to approximate these relative values based on assuming uniform productivity across all state and local government employees in the nation. It is important to note that local demand for local government services will be met in the local area, whereas the demand for state services in a local area may be met in part by state employees in the counties that provide state services, as set forth in the section on Market Shares below.

**Block 2 – Labor and Capital Demand**

**Labor Demand Equations**

The productivity of labor depends on access to a labor pool. In this instance, we have chosen to use employment by occupation as the measure of access to the specialized labor pool. Thus, the variety effect on the productivity of labor by occupation is expressed in the following equation:

\[ FLO_{j,t}^k = 1 + \left[ \frac{m}{\sum_{l=1}^{m} EO_{j,t}^l} \cdot \left( 1 + cc_{j,k}^{l,t} \right)^{-\sigma_{j}} \right]^{1-\sigma_{j}} \]  
\[ RCW_{i,t}^k = 1 + \left[ \frac{m}{\sum_{l=1}^{m} E_{i,t}^l} \cdot \left( 1 + cc_{i,k}^{l,t} \right)^{-\sigma_{i}} \right]^{1-\sigma_{i}} \]

\( FLO_{j,t}^k = \) Labor productivity for occupation type \( j \) that depends on the relative access to labor in occupation \( j \) in region \( k \), time \( t \).

\( RCW_{i,t}^k = \) Relative labor productivity due to industry concentration of labor.
\[ EO_{jt} = \text{Labor of occupation type } j \text{ in region } l, \text{ time } t. \]

\[ \sigma_j = \text{Elasticity of substitution (i.e. cost elasticity).} \]

\[ CC^{l,k} = \text{Commuting time and expenses from } l \text{ to } k \text{ as a proportion of the wage rate.} \]

\[ EO^*_{jt} = \text{Labor of occupation type } j, \text{ national } (nt), \text{ time } t. \]

\[ E^l_{it} = \text{Employment in industry } i, \text{ time } t, \text{ in region } l. \]

\[ m = \text{Number of regions in model including the rest of the nation region.} \]

The value of \( \sigma_j \) is .12 and is based on elasticity estimates made by REMI under a grant from the National Cooperative Highway Research Program (Weisbrod, Vary, and Treyz, 2001) based on cross-commuting among workers in the same occupation observed in 1300 Traffic Analysis Zones in Chicago. Key data inputs on travel times were provided by Cambridge Systematics, Inc.

In order to determine labor productivity changes by industry due to access to variety, a staffing pattern matrix is used as follows:

\[
FL^k_{i,t} = \left[ \left( \sum_{j=1}^{q} d_{j,i} \times FLO^k_{j,i} \right) + RCW^k_{i,t} \right] + 2 \div FL^k_{i,t} \tag{2-1c}
\]

\( FL^k_{i,t} = \text{Labor productivity due to labor access to industry and relevant occupations by industry } i, \text{ in region } k, \text{ time } t, \text{ normalized by } FL^k_{i,t} \)

\( d_{j,i} = \text{Occupation } j \text{'s proportion of industry } i \text{'s employment.} \)

\( FLO^k_{j,i} = \text{The labor productivity for occupation } j, \text{ region } k, \text{ time } t. \)

\( q = \text{The number of occupations in industry } i. \)

\( FL^k_{i,t} = \text{Labor productivity due to access by industry } i \text{ in region } k \text{ in the last year of history.} \)

\( RCW^k_{i,t} = \text{Relative labor productivity due to industry concentration of labor.} \)

Relative labor intensity is determined by the following equation based on Cobb-Douglas technology and the assumption that the optimal labor intensity is chosen when new equipment is installed.

\[
L^k_{i,t} = L^k_{i,t-1} + \frac{L^k_{nt,i}}{K^k_{nt,i}} \times \left[ \frac{(RLC^k_{i,t})^{\beta_{ij}}}{(RC_{i,t})^{\rho_{ij}} (RFC^k_{i,t})^{\nu_{ij}}} - L^k_{i,t-1} \right] \tag{2-2}
\]

\( L^k_{i,t} = \text{Relative labor intensity, industry } i, \text{ time } t, \text{ region } k. \)

\( b_{j,i} = \text{Contribution to value added of factor } j, \text{ (labor, capital, and fuel respectively), industry } i, \text{ time } t, \text{ region } k. \)

\( l^k_{nt,i} = \text{Nonresidential investment, region } K, \text{ time } t. \)
$K_{nrs,t}^k$ = Nonresidential capital stock, region $K$, time $t$.

$RCC_{i,t}^k$ = Relative capital cost, industry $i$, time $t$, region $k$.

$RLC_{i,t}^k$ = Relative labor cost, industry $i$, time $t$, region $k$ equals $\left(\frac{w_i^k}{w_u^k}\right)$, before accounting for labor productivity effects.

$RFC_{i,t}^k$ = Relative fuel cost industry $i$, time $t$, region $k$.

$h_{i,t}^k$ = Optimal labor intensity, industry $i$, time $t$, region $k$.

Simplified, the above equation can be written as,

\[
L_{i,t}^k = L_{i,t-1}^k + \left(\frac{I_{nrs,t}^k}{K_k^k}\right) \left(h_{i,t}^k - L_{i,t-1}^k\right)
\]

(2-3)

where

\[
EPV_{i,t}^k = \frac{L_{i,t}^k}{L_{i,T}^k} \left(\frac{E_{i,T}^u}{Q_{i,T}^u} \cdot \frac{E_{i,t}^u/Q_{i,t}^u}{Q_{i,t}^u}ight) \cdot (FL_{i,t}^k)^{-\alpha_i} \cdot epvindx_{i,t}
\]

(2-4)

$EPV_{i,t}^k$ = Employees per dollar of output in industry $i$, time $t$, region $k$.

$L_{i,t}^k$ = Labor intensity due to relative factor costs, industry $i$, time $t$, region $k$.

$E_{i,t}^u/Q_{i,t}^u$ = Employees per dollar of output in the nation $(u)$ in time $t$.

$\alpha_i$ = Labor share of industry $i$.

$FL_{i,t}^k$ = Labor productivity due to labor access by industry $i$, time $t$, divided by $FL_{i,T}^k$.

$E_{i,T}^u/Q_{i,T}^u$ = Employees per dollar of output in the nation $(u)$ in the last history year.

$E_{i,T}^k/Q_{i,T}^k$ = Employees per dollar of output in region $k$ in the last history year.

where

\[
Q_{i,t}^k = \frac{WSD_{i,t}^k}{WSD_{i,T}^u} \cdot Q_{i,T}^u
\]

$L_{i,T}^k$ = Labor intensity due to relative factor costs in industry $i$ in the last history year (T).

$epvindx_{i,t}$ = Change in region’s 3-digit industry mix relative to the nation since the last year of history (=1 if 3-digit national forecast is not used).
In a multi-industry model, total employment in the area can be divided into three categories consisting of private non-farm industries, employment in the farm sector, and employment in government. Government is further divided into employment in state and local government sectors, and employment in federal civilian and military sectors. Output in private non-farm industries is determined by demand for inputs into the production process (intermediate demand) and demand from personal consumption, government, investment, and exports (final demand), and employees per unit of output (\(EPV_i\)). The equation for employment in private industry \(i\) for the single area model is

\[
E_i = EPV_i \ast (QLI_i + QLC_i + QLG_i + QLINV_i + QXRMA_i + QXROU_i + QXROW_i)
\]

\[
i = 1, ..., n
\]

where \(QLI_i(= \sum_j s_{ij}^k \ast \alpha_{ij} \ast Q_j)\) are sales of industry \(i\)'s product dependent on local intermediate demand, \(QLC_i(= s_{ij}^k \ast C_j)\) are sales dependent on local consumer demand, \(QLG_i(= s_{ij}^k \ast G_i)\) are sales dependent on local and on state government demand, \(QLINV_i(= s_{ij}^k \ast IL_{i,t})\) are sales dependent on local investment, and \(QXRMA_i\) are sales to other areas in the multi-area model. \(\sum_j s_{ij}^k \ast D^j\) and \(QXRMA_i\) are sales to the rest of \(u\), and \(QXROW_i\) are sales to the rest of the world.

Federal government employment in the local area is a fixed proportion of government employment in the nation, based on the last observed proportion. The equations for federal civilian employment and federal military employment are

\[
EG_{FC,t}^k = \frac{EG_{FC,T}^k}{EG_{FC,T}} \ast EG_{FC,t}^u
\]

\[
(2-6)
\]

\[
EG_{FM,t}^k = \frac{EG_{FM,T}^k}{EG_{FM,T}} \ast EG_{FM,t}^u
\]

\[
(2-7)
\]

where

- \(EG_{FC,t}^k\) = Federal civilian employment in area \(k\) in time \(t\) (where \(T\) is the last history year)
- \(EG_{FM,t}^k\) = Federal military employment in area \(k\) in time \(t\) (where \(T\) is the last history year)
- \(u\) = As a superscript, denotes the federal union area.

State \((EG_s)\) and local government \((EG_l)\) employment are based on estimated output per state or local government employee. In the absence of such regional data the national average is used as the ratio of state and local output to state and local government employment. Changes in per capita state and local government in the U.S. and changes in the population that is served by state and/or local government drive state and local employment. Thus, non-farm employment, \(ENF\), is
\[ \text{ENF} = \sum_{i=1}^{n} E_i + EG_L + EG_S + EG_{F,C} + EG_{F,M} \quad (2-8) \]

Farm employment is estimated as a fixed share of national farm employment based on the last year of history. The equation for total employment (TE) is

\[ \text{TE} = \text{ENF} + EF \quad (2-9) \]

Where \( EF \) is farm employment.

**Capital Demand Equations**

The optimal capital stock equation for non-residential structures (\( j = 1 \)) is:

\[ K_{t,k}^{*} = \left( \frac{\sum_{i=1}^{n} kw_{i,t} \ast RLC_{i,t}^{k}}{\sum_{i=1}^{n} kw_{i,t} \ast RCC_{i,t}^{k}} \right) \ast \frac{AE_{t}^{k} \ast K_{t}^{*} \ast KP_{1}^{k}}{AE_{t}^{u} \ast K_{t}^{*} \ast KP_{1}^{k}} \quad (2-10) \]

- \( K_{t,k}^{*} \) = Optimal capital stock for non-residential structures (\( j \)), time \( t \), region \( k \).
- \( kw_{i,t} \) = Industry \( i \)'s share of total capital stock, time \( t \).
- \( RLC_{i,t}^{k} \) = Relative labor cost, industry \( i \), time \( t \), region \( k \).
- \( RCC_{i,t}^{k} \) = Relative capital cost, industry \( i \), time \( t \), region \( k \).
- \( AE_{t}^{k} \) = Employment weighted by capital use, time \( t \), region \( k \) (used instead of employment because the variation in capital use per employee across industries is very large).
- \( AE_{t}^{u} \) = Capital weighted employment, time \( t \), national capital per employee in the industry and adjustment for labor productivity.
- \( K_{t}^{*} \) = National optimal capital stock for non-residential structures (\( j \)), time \( t \).
- \( KP_{1}^{k} \) = Capital preference parameter, for non-residential structures (\( j \)), region \( k \), if calculated (otherwise = 1).

The term of \( \sum kw_{i} \ast RLC_{i} \) (or \( \sum kw_{i} \ast RCC_{i} \)), in equation 2-10 above, is the average relative wage rate (or average relative capital cost) weighted by capital in use. The equation used to determine the variable AE is

\[ AE = \sum_{i=1}^{n} \frac{K_{i}^{u} \ast TK_{i}^{u} \ast E_{i} \ast (FL_{i})^{a}}{E_{i}^{u} \ast TE^{u}} = \sum_{i=1}^{n} kw_{e_{i}} \ast E_{i} \ast (FL_{i})^{a} \quad (2-11) \]

- \( kw_{e_{i}} = \) The average capital per employee in the \( n \) area
In equation 2-11, $AE$ is the capital using economic activity in employment terms. $TK^* (= \sum K^*_i)$ and $TE^* (= \sum E^*_i)$ are total capital and total employment in the nation. It is necessary to use $AE$ instead of $E$ in equation 2-10, because the variation in capital use per employee across industries is very large. The term $FL_i$ in equation 2-11 shows relative labor productivity based on labor force availability raised to labor share to reflect labor substitution for capital.

The optimal capital stock for residential housing ($j=2$) is based on the following equation:

$$K^*_{2,t} = \left( \frac{R Y D^K_t}{R Y D^K_y} \right) K^*_{2,t} \cdot K^*_j$$

(2-12)

Where $\frac{R Y D^K}{R Y D^K_y}$ shares out the optimal national residential capital stock, based on the proportion of real disposable income in the region. The optimal capital stock of the nation for type $j=2$ capital ($K^*_j$) is determined from equation 2-13.

$$K^*_{j,t} = \left( \frac{I^*_j}{\alpha_j} \right) + \left( 1 - d r^*_j \right) K^*_{j,t-1}$$

(2-13)

Thus, if we know the speed ($\alpha_j$) at which investment fills the gaps between the optimal ($K^*_{j,t}$) and actual capital stock ($K^*_{j,t}$), and we know investment in the nation ($I^*_j$) and the depreciation rate of capital ($d r^*_j$), we can determine the optimal capital stock ($K^*_{j,t}$).

**Demand for Fuel**

Demand for fuel is not explicit in the model. As evident in equation (2-2), the cost of fuel does enter the demands for labor and capital and plays an important role in the model. The treatment of fuel is unique in that the detailed intermediate outputs for coal mining, crude petroleum refining, and electric and natural gas utilities are excluded from the intermediate industry transactions and treated as a value added factor for purposes of calculating relative costs and labor intensity. As value added factors, fuel, capital, and labor are the Cobb-Douglas substitutes in the production function.

**Block 3 – Population and Labor Force**

The population block includes a full cohort survival equation by single year of age, by gender, and by racial/ethnic group. Births are determined by the number of females in each relevant age group, and are specific by area and ethnicity. The survival rates are area-specific and are by age, racial/ethnic group, and gender. Retired migrants are based in part by migration patterns for people at and above retirement age 65. In particular a “risk” probability model is used. For areas that experienced an inflow of retired migrants, the probability of a person over age 65 moving into the area is based on the proportion of that population captured in the past. This probability is applied each year in the future to the population age 65 and above in the nation. For areas experiencing net outward migration of the retired population, the past proportion of
loss is applied to the number of people in the local area that are age 65 and older. When the data supports it, the above-65 population can be divided into gender and age categories.

In particular, the equation for retired migrants is

$$RTMG_i^t = rm_i^t \left( (1 - RTDUM_i^t) \right) * N_i^t + RTDUM_i^t * N_i^u \right)$$  \hspace{1cm} (3-1)$$

where

$$RTMG_i^t = \text{The net inflow or outflow of migrants of age } i \ (i=65, 66, \ldots 100+) \text{ to region } l$$

$$rm_i^t = \text{The net proportion of the relevant population that has historically migrated into or out of area } l$$

$$N_i^t = \text{The 65 and above population in area } l$$

$$N_i^u = \text{The 65 and above population in area } u$$

$$RTDUM_i^t = \begin{cases} 1 & \text{if } rm_i^t > 0 \\ 0 & \text{if } rm_i^t < 0 \end{cases}$$

The economic migration equation in the model is very important to forecasting the effects of alternative policies. It is based on the assumption that economic migrants will make their migration decisions based on the relative expected after-tax real expected earned income in alternative locations and the relative amenity attractiveness of these locations.

The migration equation is

$$ECMG_i^t = \left[ \lambda + \beta \ln(REO_i^t) + \beta \ln(RWR_i^t) + \beta \ln(MIGPROD_i^t) \right] * LF_{t-1}$$  \hspace{1cm} (3-2)$$

where

$$ECMG_i^t = \text{Net economic migrants (all migrants less than 65 years of age) in area } l$$

$$LF_{t-1} = \text{The labor force last period in area } l$$

$$REO_i^t = \frac{E_i^t}{LF_i^t}$$

$$RWR_i^t = \frac{E_i^u}{LF_i^u}$$

$$E_i^t = \text{Residence-adjusted employment in area } l \text{ in period } t$$

$$MIGPROD_i^t = \text{The consumption access index in area } l \text{ in period } t.$$
\[
RWR^l_i = \left( \frac{WR^l_i}{WR^u_i} \right) \left( \frac{RYD^l_i / YP^l_i}{RYD^u_i / YP^u_i} \right)
\]  

(3-3)

\[
WR^l_i = \sum_{i=1}^{n} \frac{E_{i,t}^i}{TE_{i,t}} \ast W_{i,t}^l = \text{Local average compensation rate}
\]

\[
WR^u_i = \sum_{i=1}^{n} \frac{E_{i,t}^i}{TE_{i,t}} \ast W_{i,t}^u = (u) \text{average industry compensation weighted by the employment industry}
\]

shares in \( l \).

\[
\lambda^l_i = \text{A fixed effect that captures the relative attractiveness of area} \ l.
\]

\[
\beta = \text{Estimated coefficient.}
\]

The estimated coefficient (\( \beta \)) in equation (3-2) is based on time-series cross-section data. (For further background see Greenwood, Hunt, Rickman, Treyz, 1991, and Treyz, Rickman, Hunt, and Greenwood, 1993).

The total number of economic migrants is distributed by the national distribution.

**Labor Force Equations**

\[
LF^k = \sum_{i=1}^{n} PR^k_i \ast COH^k_i
\]

(3-4)

\[
PR^k_i = \beta^* \ast \left( \frac{REA^k_i}{PR^u} \right)^{\beta_i} \ast \left( \frac{RWR^k_i}{PR^u} \right)^{\beta_i} \ast PR^u
\]

(3-5)

where

\[
PR^k_i = \text{The participation rate (i.e. the proportion of the relevant population that is in the labor force).
}\]

\[
LF^k = \text{The labor force in area} \ k.
\]

\[
COH^k_i = \text{The number of people in cohort} \ i \ \text{in area} \ k.
\]

\[
\beta^* = \text{The fixed effect for area} \ k.
\]

\[
\beta_i, \beta_i = \text{The parameters estimated on the bases of pooled or national time series.}
\]

\[
REA^k_i = \frac{EA^k_i}{EA^u}
\]

\[
EA^k_i = EA^k_{i-1} + \lambda_E \left( EO^k_i - EA^k_{i-1} \right)
\]

\[
EA^u = EA^u_{i-1} + \lambda_E \left( EO^u_i - EA^u_{i-1} \right)
\]

\[
EO^u_i = \text{A synthetic labor force based on the local population at fixed national participation rates.}
\]
\( EO_{i}^{k} \) = The Residence Adjusted Employment.

\( RWR_{i}^{k} \) = The relative real wage rate.

\( \hat{\lambda}_{E} \) = An estimated parameter \( 0 < \hat{\lambda}_{E} < 1 \).

The \( \beta \) and \( \hat{\lambda}_{E} \) values by age cohorts, gender, and racial/ethnic groups have been estimated for 160 (20x2x4) age cohorts in the U.S. The \( \beta_{i}^{k} \) parameter is a fixed effect for area \( k \) calibrated to the measured labor force (see Treyz, Christopher, and Lou, 1996). For other countries, these estimates will be modified using an iterative process to minimize the squared error of fit for labor force participation rates in the country for which a REMI model is being constructed.

### Block 4 – Wages, Prices and Costs

#### Production Costs

\[
\Omega_{i}^{k} = \left( \frac{WADJ_{i}^{k}}{WR_{i}^{k}} \right)^{b_{j,i}} \prod_{j=2}^{6} \left( \frac{FC_{j}^{k}}{FC_{j}^{T_{i}}} \right)^{b_{j,i}} \left( \sum_{j=1}^{6} a_{j,i}^{w} + \sum_{j=7}^{n} a_{j,i}^{l} \right) \left( \frac{CIFP_{i,j}^{k}}{CIFP_{i,j}^{T_{i}}} \right) \right) \times LAMOMG_{i,T}^{k}
\]

(4-1)

where

\( \Omega_{i}^{k} \) = The composite cost of production. (This is a composite cost because it incorporates productivity change due to access to material inputs).

\( WADJ_{i}^{k} = \frac{W_{i}^{k}}{\left[ FL_{i,j}^{k} + FL_{i,T}^{k} \right] Flmult_{i}^{k}} \) = The productivity adjusted compensation rate in area \( k \).

\( W_{i}^{k} \) = The compensation rate in \( k \).

\( FL_{i}^{k} \) = The labor productivity in \( k \) in period \( t \) divided by \( FL_{i,T}^{k} \).

\( FC_{j}^{k} = j = 2, \) the price of structures; \( j = 3, \) the rental price of equipment; \( j = 4, 5, 6, \) the price of electricity, natural gas, and residual fuel, respectively.

\( b_{j,i} \) = Contribution to value added of factor \( j \) industry \( i \) as a proportion of all factor inputs.

\( WADJ_{i}^{k} \) = The productivity-adjusted compensation rate in the nation \( \text{(a)} \).

\( a_{j,i}^{l} \) = The proportion of input \( j \) in all the intermediate inputs modified by changes in the industry access effect of material input productivity (see equation 1-3).

\( Flmult_{i}^{k} \) = An adjustment to reconcile the aggregated data to the primary source data.

\( LAMOMG_{i,T}^{k} \) = An adjustment for aggregation and normalization in the last history year \( (T) \).

\( \sum a_{j,i}^{w} \) = The proportion of all factor inputs in the total inputs into production.
\[ CP_{i,t}^k = CP_{i,t}^k \times \frac{CIFP_{i,t}^k \times 1}{MCPRODA_{i,t}} \]  

\( CP_{i,t}^k \) = The composite input cost based on composite prices calculated in the database at the smallest geographic size available.

\( CIFP_{i,t}^k \) = The delivered average price. The local share of the price includes the composite price of production because it is based on the productivity of the inputs due to access to those inputs.

**Delivered Prices**

\[ CIFP_{i,t}^k = \left[ \frac{\prod_{j=1}^m \left( \frac{\Omega_{i,j}^j \times (ED_{i,j}^j)^{\gamma_i}}{\gamma_i^{p_{i,j}^j}} \right) T_{i,j}^{j,k} \times p_{i,j}^{j,k}}{\prod_{j=1}^m \left( \frac{\Omega_{i,j}^{j-1} \times (ED_{i,j}^{j-1})^{\gamma_i}}{\gamma_i^{p_{i,j}^{j-1}}} \right) p_{i,j}^{j-1}} \right] \times CIFP_{i,t-1}^k \]  

\( CIFP_{i,t}^k \) = The weighted average of the delivered prices of good \( i \) sold in \( k \) in time period \( t \).

\( \Omega_{i}^j \) = The cost of producing output in industry \( i \) sold in \( k \).

\( T_{i}^{j,k} \) = The trade flow for good \( i \) from \( j \) to \( k \).

\( ED_{i}^{j,k} \) = The “effective distance” from \( j \) to \( k \) for good \( i \).

\( \gamma_i \) = A parameter that is estimated based on observed actual transportation costs.

**Cost of Equipment**

\[ PEQP^l = \sum_{i=1}^n a_{i,EqP}^l CP_{i}^l \]  

where

\( PEQP^l \) = The cost of producers’ durable equipment in \( l \).

\( a_{i,EqP}^l \) = industry \( i \) input to the final demand for producers’ durable equipment.

\[ rec_{equi} = \left( \frac{CEQP_x^k}{CEQP_{eq}} \right) PEQP^k \]  

\( CEQP_x^k \) = Implicit rental cost of equipment for each dollar of equipment.

\( rec_{equi} \) = Relative implicit rental capital cost of equipment at local purchase prices for equipment.
Consumption Deflator

For consumption category \( j \) in time \( t \) we assume Cobb-Douglas substitutability of the sectors that are inputs into this consumption commodity.

\[
CIFP_{j,t} = CIFP_{j,t}^{u} \times \prod_{i} CIFP_{i,t}^{PCE_{i,j}}
\]  

(4-6)

where

\[
PCE_{i,j} = \text{The proportion of commodity } j \text{ obtained from industry } i.
\]

\[
CIFP_{j,t}^{u} = \text{The delivered (CIF) consumer price of consumption commodity } j \text{ in time } t \text{ in area } l.
\]

\[
CIFP_{i,t}^{PCE_{i,j}} = \text{The average delivered (CIF) consumer price of consumption commodity } j \text{ in time } t \text{ in the nation or larger monetary areas.}
\]

\[
CIFP_{i,t} = \text{The delivered (CIF) price of industry } i \text{ in region } l \text{ in time } t.
\]

Consumer Price Index Based on Delivered Costs

\[
CIFP_{l,t} = \left( \prod_{j=1}^{r} \left( \frac{CIFP_{j,t}^{l}}{CIFP_{j,t-1}^{l}} \right)^{WC_{j,l,t}} \right) \times CIFP_{l-1}
\]  

(4-7)

where

\[
CIFP_{l,t} = \text{The consumer price index in region } l.
\]

\[
WC_{j,l,t} = \text{The proportion of commodity } j \text{ in time } t \text{ in the total union of regions consumption.}
\]

\[
CIFP_{j,t}^{l} = \text{The CIF consumer price of consumer commodity } j \text{ in region } l.
\]

Consumer Price to be Used for Potential In or Out Migrants

\[
CIFPH_{l,t} = \text{Equation (4-7) with the housing cost replaced by relative price of purchasing a house.}
\]

\[
CIFP_{h,t} = PH_{t}^{l}
\]

where

\[
PH_{t}^{l} = \text{Relative housing price at time } t \text{ in area } l.
\]

\[
CIFP_{l,t} = \text{The cost of living in area } l \text{ when the relative price of buying a new house is used in the consumer price index for housing costs.}
\]

Housing Price Equations

The REMI housing price equation has two coefficients for all regions in the model: the estimated elasticity of response to a change in real disposable income and the estimated elasticity of response to a change in
Both of these coefficients are currently based on state or metropolitan-level averages and used as standard default elasticity measurements evident in the Housing Price equation below.

\[ PH_t = \left( \varepsilon_1 \left( \frac{RYD_t}{RYD_{t-1}} \right) - 1 \right) + \varepsilon_2 \left( \frac{N_t}{N_{t-1}} - 1 \right) + 1 \]

\[ \times PH_{t-1} \]

\[ PH = \text{Relative housing price.} \]

\[ RYD = \text{Real disposable income.} \]

\[ \varepsilon_1 = \text{the estimated (or user-entered) elasticity of response to a change in real disposable income.} \]

\[ \varepsilon_2 = \text{the estimated (or user-entered) elasticity of response to a change in population.} \]

\[ N = \text{Population.} \]

\[ N^u = \text{Population in } u. \]

The values of \( \varepsilon_1 \) and \( \varepsilon_2 \) are estimated for each state and metropolitan area through a regression analysis that compares the housing price changes to the number of houses using data from 1998 to 2004. The user may also enter alternative values.

The region-specific approach estimates price responses to changes in demand, which vary by state or metropolitan-level area. Changes in demand have been estimated using building permit and housing unit data from Freddie Mac, Conventional Mortgage Home Price Index, State Indices.

The region-specific approach scales the previously estimated national housing price response according to the proportion of the regions’ price response to the average U.S. price response. This may more accurately reflect the regions’ change in demand, and will therefore yield a more accurate forecast.

**The Compensation Equation**

The final form of the compensation rate (\( w \)) equation for area \( l \) is

\[ W^k_{i,t} = \left( [1 + \Delta WD^k_{i,t} \left( 1 + k^u \right)] \right) \times W^k_{i,t-1} \]

(4.9)

where

\[ W^k_{i,t} = \text{Compensation rate in industry } i \text{ in time } t. \]

\[ \Delta WD^k_{i,t} = \text{The predicted change in the compensation rate in industry } i \text{ due to changes in demand and supply conditions in the labor market in area } k. \]

\[ k^u = \text{The change in the national compensation rate that cannot be explained by changes in the national } (u) \text{ average compensation rate for all industries, which is due to change in demand and supply conditions and to industry mix changes in the nation.} \]
\[ \Delta WD^k_{i,j} = \alpha_1 \left[ \left( \frac{E^k_j}{LF^k_i} + \frac{EA^k_j}{LFA^k_i} \right) - 1 \right] + \alpha_2 \left[ \left( \frac{EO^k_{i,j}}{EOA^k_{i,j}} \right) - 1 \right] \] (4-10)

\( LF^k_i \) = The labor force.

\( LFA^k_i \) = A geometrically declining weighted average of the labor force.

\( \alpha_i \) = Estimated parameter using pooled time series data.

\( \alpha_s \) = Estimated parameter using pooled time series data.

\[ EA^k_i = .2E^k_i + .8EA^k_i \]

\[ EO^k_{i,j} = \sum_{j=1}^{q} d_{i,j} \frac{EO^k_{j,d}}{EOA^k_{i,j}} \] (4-11)

\( LFA^k_i = \lambda LF^k_i + (1 - \lambda) LFA^k_i \)

\( EO^k_{i,j} / EOA^k_{i,j} \) = The demand relative to past demand for the occupations used by industry \( i \) (as an option this ratio could be set equal to 1 for all non-skilled occupations in an area where an unlimited number of unskilled workers are competing for jobs at a legislated minimum wage).

\( \lambda \) = Estimated parameter \( 0 < \lambda \leq 1 \)

\( d_{j,i} \) = Occupation \( j \)'s proportion of industry \( i \).

After the \( \alpha_i \) and \( \alpha_s \) values are estimated using equation (4-11) over all regions \( k \), equation (4-12) can be used to predict \( \Delta WD^u_{i,j} \).

\[ \Delta WD^u_{i,j} = \alpha_1 \left[ \left( \frac{E^u_j}{LF^u_i} + \frac{EA^u_j}{LFA^u_i} \right) - 1 \right] + \alpha_2 \left[ \left( \frac{EO^u_{i,j}}{EOA^u_{i,j}} \right) - 1 \right] \] (4-12)

Then, it is possible to predict the demand and supply effect on national (\( u \)) compensation and thus determine the national compensation change by industry.

Since

\[ W^u_{i,j} = (1 + \Delta WD^u_{i,j}) \ast W^u_{i,j-1} \] (4-13)

the average compensation in year \( t \) in the nation (\( u \)) area, taking into account the change in the mix of industries as well as demand and supply labor market conditions, can be calculated as follows:
\[ WDM_i^u = \sum_{j=1}^{n} \frac{E_{i,j}^u}{E_t^u} \left( 1 + \Delta WD_{i,j}^u \right) W_{i,j-1}^u \]  
\[ (4-14) \]

where

\[ WDM_i^u = \text{the average compensation in the year } t \text{ based on year } t \text{ compensation mix changes,} \]
\[ \text{demand change for occupations, and demand vs. supply in the labor market.} \]

\[ E_{i,j}^u = \text{Employment in industry } i \text{ in period } t \text{ in the nation (u) area.} \]

\[ E_t^u = \sum_{i=1}^{n} E_{i,j}^u \]

Then \( k_t^u \) is determined as:

\[ k_t^u = \left( \frac{COMP_i^u}{E_t^u} - WDM_i^u \right) \left( \sum_{i=1}^{n} E_{i,j}^u W_{i,j-1}^u \right) / E_t^u \]
\[ (4-15) \]

where

\[ COMP_i^u = \text{Compensation in the nation (u) area in time period } t \]

and \( k_t^u \) will represent all national (u) compensation changes not represented by changes in industry mix and labor market demand and supply conditions, relative to the hypothetical average compensation in time period t-1, using the u compensation rate for each industry in year t-1 and the current year’s industry mix. This value, \( k_t^u \), is then used in equation (4-9) to align the weighted average of the compensation changes over all of the component regions within the u area. Thus, the local areas will then reflect determinants of compensation changes, such as changes in labor market legislation, increased union militancy, cost of living adjustments, etc., at the u level, which are not due to labor force supply and demand changes or industry shifts.

**Block 5 - Market Shares**

\[ s_{i,t}^{k,j} = \frac{DQ_i^{k,j} \left( \frac{\Omega A_{i,t}^k}{\Omega A_{i,T}^k} \right)^{1-\sigma_i} \left( IMIX_{i,t}^j \right)^{k_i} \left( ED_{i,j}^k \right)^{-\beta_i}}{\sum_{j=1}^{n} DQ_i^{j} \left( \frac{\Omega A_{i,t}^j}{\Omega A_{i,T}^j} \right)^{1-\sigma_i} \left( IMIX_{i,t}^j \right)^{k_i} \left( ED_{i,j}^j \right)^{-\beta_i}} \]
\[ (5-1) \]

\( s_{i,t}^{k,j} = \text{The share of the domestic demand in area } l \text{ supplied by area } k, \text{ for industry } i \text{ in time period } t. \)

\( DQ_i^{k,j} = \text{Domestic output in the last history year.} \)

\( T = \text{As a subscript, indicates the last history year.} \)

\( \Omega A_{i,T}^k = \text{The cost of production in } k \text{ in the last history year.} \)
\( \Omega A_{i,t}^k \) = The moving average of the cost of production in \( k \).

\( ED \) = An effective distance equivalent to calibrate the model to detailed balanced trade flows at a low geographic level.

\( \beta_i \) = The distance decay parameter in a gravity model.

\( \sigma_i \) = The estimated price elasticity.

\( \alpha_i \) = The elasticity of response to the mix between high and low growth representation in the local area compared to the nation.

\( \lambda_i \) = A parameter between \( 0 < \lambda_i < 1 \), as estimated econometrically, that shows the effect of the detailed (3-digit SIC) mix on the change in \( k \)'s share of the market due to differential growth rates predicted in \( u \) for the detailed industry and the difference in \( k \)'s participation in these industries relative to \( u \) (see IMIX below).

For \( l = 1, \ldots, m \) and \( n \) is the number of sub-national regions in the model. The value for \( \sigma_i \) is calculated by isolating movements along the demand curve. The movement along the curve yields an elasticity of substitution (\( \sigma_i \) ) estimate. These estimates are obtained from a pooled non-linear search over all regions.

The \( \beta_i \) value is found using a dynamic search for the distance decay parameter in a gravity model for each industry.

\[
IMIX_{k,t} = \left\{ \prod_{i \in T} \left( \frac{Q^u_{i,t}}{Q_{i,t-1}} \right)^{w_{i,t-1}^k} \right\} \cdot IMIX_{k,t-1}
\]

\[
w_{i,t-1}^k = \left( \frac{Q_{i,t-1}^k}{\sum_{i \in T} Q_{i,t-1}^k} \right)
\]

\[
w_{i,t-1}^u = \left( \frac{Q_{i,t-1}^u}{\sum_{i \in T} Q_{i,t-1}^u} \right)
\]

\( IMIX_{k,t} = 1 \)

\( IMIX = \) A variable using local shares at a detailed level in the numerator applied to \( u \) growth rates, and shares in the denominator applied to the same rates. Equals 1 if no detailed industry or forecasts are available.

\[
sx_{k,row}^{k,row} = \frac{X_{i,T}^{k,row}}{X_{i,T}^{u,row}} \cdot \left( \frac{\Omega A_{i,T}^k}{\Omega A_{i,T}^u} \right)^{1-\sigma_i}
\]

where

\( sx_{k,row}^{k,row} = \) Area \( k \)'s share of national exports to the rest of the world (row).
\( X_{i,T}^{k,row} \) = Area \( k \)'s exports to the rest of the world in the last history year \( (T) \).

\( X_{u,T}^{u,row} \) = The united areas' \( (u) \) exports to the rest of the world in the last history year \( (T) \).

\( \Omega A_{i,t} \) = A moving average (with geometrically declining weights) of the relative cost of production in time period \( t \) \( (T \text{ if the last history year of the series}) \).

\( Q_i \) = Output of industry \( i \).

\[ sd_{i,t}^k = 1 - \left( \frac{u_{i,t}^{u,row} \cdot M_{i,t}^{u,row}}{D_{i,t}^{i}} \right) \cdot \left( \frac{\Omega A_{i,T}^{k}}{\Omega A_{i,t}} \right)^{1 - \sigma} \cdot \left( \frac{D_{i,t}^{i}}{D_{i,T}^{i}} \right) \]  

(5-4)

where

\( sd_{i,t}^l \) = The share of area \( l \)'s demand for good \( i \) that is supplied from within the nation \( (u) \).

\( M_{k,T}^{k,row} \) = area \( k \)'s imports from the rest of the world in the last history year \( (T) \).

\( M_{i,T}^{u,row} \) = imports of \( i \) into the nation \( (u) \) in the last history year \( (T) \).

For further information about the incorporation of the new economic geography as shown in this section and in section 4 above, please see Fan, Treyz, and Treyz, 2000.
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Chapter 2: Demographic Component of the REMI Model

Overview

The demographic component of the REMI model uses a “cohort-component” method to forecast the population for a region. The components of demographic change are calculated every year for each of the age cohorts by sex and race. The population at the end of the year is equal to the population at the beginning of the year (starting population) plus births and net migration, minus deaths. The rate of change for each of the components depends on both observed historical trends in the region and on forecasted national trends. There are also several types of special populations that have different characteristics than the rest of the population and need to be treated differently. They are military, military dependents, prisoners, and college students.

Historical Data

Population

The model contains historical demographic data starting from the year 1990. Some of this data comes from official sources and some of it is estimated.

The Bureau of Economic Analysis (BEA) provides the total population for each county from its personal income and population summary tables. The BEA uses the population estimates from the U.S. Bureau of the Census. It is important that the population estimates are consistent with the personal income estimates, so the total population data is taken from the BEA instead of directly from the Census in case one bureau revises its estimates and the other does not.

The Census provides population estimates annually in 5-year age groups by sex, race, and Hispanic origin. There are 4 races in the REMI model, White, Black, Other, and Hispanic. The Census treats race and Hispanic origin as two different concepts in accordance with the guidelines from the Office of Management and Budget (OMB). Each person has a race and a separate Hispanic origin attribute, so a Hispanic person may be of any race. From the year 1990 to 1999, the Census asked people whether they were Hispanic or Non-Hispanic and asked them to pick a single race to identify themselves. Starting in 2000, people were asked to select all of the races that apply to them, instead of the race that best describes them. This means that the estimates of population by race are not completely compatible for the years before and after 2000.

Before 2000, the category White in the REMI model includes non-Hispanics who primarily identify themselves as White. Black includes non-Hispanics who primarily identified themselves as Black, and all other non-Hispanics are grouped into Other. Hispanic contains all people who are of Hispanic Origin regardless of their race. Afterwards, the White category includes non-Hispanic people who are White alone, the Black category includes non-Hispanic people who are Black alone, and non-Hispanics of all other races and combinations of races are grouped into Other. Hispanic still contains all people who are of Hispanic Origin, regardless of their race.

As a result of the racial definition changes, the population of some of the races may have made some sudden jumps or drops in the year 2000. The population shifts will show up in the model as economic migration. Although there may be a large jump in the number of economic migrants by race, there will not
be a large change in the number of economic migrants for the sum of all races, so this population shift will not affect the economic calculations.

Historical population estimates for single years of age are estimated by taking the starting population in the year 1990, applying the components of change by age, and adjusting the ages within each 5-year age group so the total matches the Census estimates.

**Components of Change**

The Census provides annual estimates of the total number of births, deaths, and net international migrants into each county, which are used to calibrate the county’s birth rates, survival rates, and migration rates.

Birth rates can vary greatly by region and are difficult to calculate for each county because of small sample sizes. State birth rates are calculated by race and age group using data from the Center for Disease Control, National Center for Health Statistics. Regional birth rates are created by adjusting the state rates to fit the total number of births that are estimated by the Census.

The Census publishes its own population projection and the assumptions that are used to generate it, including a natality rate and survival rate forecast. The assumed national survival rates are specific to each age, sex, race, and Hispanic origin. Regional survival rates in the model are estimated by adjusting the national survival rates to fit the total number of deaths estimated in the area.

Net international migration is the net number of people who enter the region from outside the fifty states and District of Columbia. This includes net migration from Puerto Rico and U.S. territories, Armed Forces, permanent migrants, temporary migrants (such as students), refugees, and illegal migrants. Net international migrants in each county are divided up by race according to the data from the state population projections from the Census. Each county in the state has the same racial breakdown of net international migrants as the whole state.

People aged 65 and older who move from one area to another are called retired migrants. They do not respond to economic conditions. Data from the Census 2000 Migration DVD is used to calculate a migration rate by age for each of the counties.

The interregional migrants under the age of 65 are called economic migrants. Economic migrants are calculated as the residual of population growth of the region during the year minus all of the other components of change. The labor force, relative employment opportunity, relative wage rate, and the commodity access index are used, along with the historical economic migration data, to calculate an amenity term for the area which is used in the migration equation to predict future migration.

**Population Forecast**

The changes in birth and survival rates from the Census population projection assumptions file are applied to the last history year regional birth and survival rates to form the forecasted rates. These rates are multiplied by the population by sex, race, and age to predict the number of births and deaths.

The net international migration forecast for the nation by race is also from the Census assumptions files. Each area gets the same percentage of the nation’s net international migrants by race as it had in the last history year. The international migrants acquire the birth rates and survival rates of the area that they move
Births and deaths are calculated for the migrant population by applying the birth and survival rates to half of the migrants, because the migrants arrive during the whole year and will only be in the region for half of the year, on average.

Economic migration is an endogenous calculation in the model. It depends on the economic conditions, the current labor force, and the amenity of the area. Births and deaths are added and subtracted from the economic migrants in the same manner that they are for the international migrants.

Retired migration for the area is calculated using the retired migration rates by age group. If the rate is a positive number, then the net retired migration into the area is based on the size of the 65 and older population in the rest of the nation. Otherwise, the net migration leaving the area is related to the migration rate and size of the over-65 population in the area.

**Special Populations**

Special populations are also estimated by age, sex, race, and Hispanic origin. The special populations are important because they are pockets of the general population that do not appear to age over time and have other special characteristics.

**Active Military**

The active military consists of people in the full-time duty in the active service of the Army, Navy, Marine Corps, or Air Force. It includes uniformed personnel on the active list, in training, or in military schools. Total active military population data by base is available from the Department of Defense, Statistical Information Analysis Division. National sex and race totals for the active military are from the DoD, Office of Personnel and Readiness publication “Population Representation in the Military Services”. Federal Military employment data from BEA differs from active military strength because federal military includes all active military, Coast Guard, and military reserve members who meet regularly for training. Active military personnel are not part of the labor force, and only active military members have military dependents. The ratio of active military to Federal Military employment is calculated in the last history year, and number of active military personnel in the forecast is calculated by applying that ratio to the forecasted Federal Military employment total.

**Active Military Dependents**

Active military dependents are the family members that live with active military personnel and move when the person in the military is reassigned to a different base. They are the spouses, children, and other adult family members that depend on an active member of the military. Dependent totals by branch of the military are available from the DoD publication “Selected Manpower Statistics”. The national ratio of active military to dependents is recalculated by branch every year based on new data. This ratio is applied to the active military at each of the bases to estimate the number of dependents.

**College Students**

College population estimates are very important, because there are more than 15 million people in the United States enrolled in college, and they mostly fall within a very narrow age range. Students that live in places other than their hometowns during the school year are counted by the Census as residents of their new
towns. It is difficult to estimate college population, because not all of the college students necessarily live in
the same county as the college where they are enrolled. Census enrollment data by county, race, and sex are
used in combination with data from the Department of Education, National Center for Educational Statistics
to estimate the college population of an area by year. College students are assumed to have labor force
participation rates lower than the general college-aged population.

Prisoners

Prisoners are estimated using data from the 2000 Census and annual data from the Department of Justice
Statistics. The Census data provides a distribution of prisoners by race, sex, and type of facility for each
county. The change in prisoners by year is based on state and national level data about local jails and state,
federal, and military prisons from the Bureau of Justice Statistics. Prisoners are not included in the labor
force.

What Makes Special Populations Special?

For the population estimates to be reasonable, it is important to recognize the special populations because
they can comprise a very large portion of the population in an area that does not appear to age over time. In
a college town, for example, there may be thousands of people between the ages of 18 and 22 years. Ten
years later, there will not be an abundance of 28-to-32-year-olds; instead, the same 18-to-22-year-old bulge in
the population will still exist. If special populations were simply not allowed to age, this would create
problems in large models that have a large total special population but a small net special population. To
model this situation, before the population in an area is aged, all of the special populations are returned to
their “home areas”. The special populations estimated in the area are taken out and the estimated special
populations from the area that currently exist in other areas are brought back in. The population is then aged
one year. New special populations are added to and taken out of the population in the same age distribution
as the previous year. In this way, the special population appears not to age and the total population of the
nation is allowed to grow normally.

Special populations are also treated differently in the labor force calculations. Labor force participation
rates are only applied to the civilian, non-institutional population.

Labor Force

Historical labor force totals by county are taken from the Bureau of Labor Statistics. Participation rates by
race and age are calculated using the relative compensation rate, employment opportunity, demographic
characteristics, and national participation rates. They are calibrated in the history so the labor force will be
consistent with the data reported by the BLS. The participation rates are multiplied by the civilian non-
institutional population to generate the labor force. Forecasted national rates from BLS are used in the
participation rate equation to help shape the participation rates in the model forecast.
Chapter 3: Data Sources and Estimation Procedures

A. Primary Historical Data

BEA

The primary national, state, and county data source for REMI Policy Insight is the Bureau of Economic Analysis (BEA) employment, compensation, and personal income series (which includes total population). The BEA data is available for the nation and states at the summary level (94 industries), and for counties at the sector level (24 industries).

Employment

The BEA employment series for states and local areas comprises estimates of the number of jobs, full-time plus part-time, by place of work. Full-time and part-time jobs are counted at equal weight. Employees, sole proprietors, and active partners are included, but unpaid family workers and volunteers are not included.

Employment can be measured either as a count of workers or as a count of jobs. In the former case, an employed worker is counted only once; in the latter case, all jobs held by the worker are counted. The state and county employment estimates are a count of the number of jobs, so that, as with the earnings estimates, a worker’s activity in each industry and location of employment is reflected in the measure.

Proprietors’ employment consists of the number of sole proprietorships and the number of partners in partnerships. The description “by place of work” applies to the wage and salary portion of the series, and, with relatively little error, to the entire series. The proprietors’ employment portion of the series, however, is more nearly by place of residence because, for non-farm sole proprietorships, the estimates are based on IRS tax data that reflect the address from which the proprietor’s individual tax return is filed, which is usually the proprietor’s residence. The non-farm partnership portion of the proprietors’ employment series reflects the tax-filing address of the partnership, which may be either the residence of one of the partners or the business address of the partnership.

The employment estimates are designed to be consistent with the estimates of wage and salary disbursements and proprietors’ income that are part of the personal income series. The employment estimates are based on the same sets of source data as the corresponding earnings estimates, and are prepared with parallel methodologies. Two forms of proprietors’ income - the income of limited partnerships and the income of tax-exempt cooperatives - have no corresponding employment estimates.

Employment in industries covered by the UI programs

The estimates of about 95 percent of wage and salary employment are derived from tabulations by the state employment security agencies (ESAs) from their state employment security reports (form ES-202). These tabulations summarize the data from the quarterly UI contribution reports filed with a state ESA by the employers subject to that state’s UI laws. Employers usually submit reports for each operating establishment, classified by county and industry. However, in some cases, an employer may group very small establishments in a single “statewide” report without county designation. Each quarter, the various state ESAs submit the ES-202 tabulations to the Bureau of Labor Statistics (BLS), which provides the data to BEA. The tabulations present monthly employment and quarterly wages for each county in North American Industry Classification System (NAICS) four-digit and five-digit industry detail.
BEA adds several million administrative records received from the states and the District of Columbia to its database annually. The records are checked for major errors by several computerized edit routines. One edit routine analyzes the current quarter county data for invalid NAICS codes, duplicate records, and records that contain no data. Another edit routine calculates expected county-level average employment and average wage estimates on a quarterly basis at the NAICS industry group level, based on percentage changes for that quarter in the previous two years. If the difference between the actual numbers and the estimated numbers exceeds established limits, the record is identified for further review. Anomalies that remain unreconciled after reviewing comments and other supporting data are referred back to BLS for further investigation.

The basic procedure for preparing the local area estimates of wage and salary employment for each UI-covered industry is to average the 12 monthly ES-202 employment observations and to allocate the higher-level geographic totals (counties add up to states, and states add up to the nation) in proportion to the averaged series. However, ES-202 employment does not precisely meet the statistical and conceptual requirements for BEA’s employment estimates. Consequently, the data must be adjusted to meet the requirements more closely. The necessary adjustments affect both the industrial and geographic patterns of county employment.

**Employment not covered by the UI programs**

- **Railroads** — The railroad industry is covered by its own unemployment insurance program, which is administered by the Railroad Retirement Board (RRB), rather than by the state UI system. Data suitable for estimating local area employment of railroads are available from the RRB only on a place-of-residence basis. Because BEA’s employment estimates are designed to conform conceptually and statistically to the place-of-work earnings estimates, the RRB data are adjusted to a place-of-work basis by using journey-to-work data from the 1990 Census of Population. The national totals for all railroad companies combined are allocated to counties in proportion to the adjusted RRB series.

- **Private households** — For this largely non-covered industry - mainly domestic servants - the national employment estimates are allocated to counties in proportion to place-of-work private household employment from the 1990 Census journey-to-work data.

- **Farm labor contractors** — This industry is classified in agricultural services rather than in farms. The UI coverage in Arizona and California is complete enough to permit the use of the ES-202 data for both the state and county estimates, but most state UI programs only partially cover this industry. For these states, the county estimates of farm labor contractor employment are based on the geographic distribution of expenditures for contract labor reported in the Census of Agriculture.

- **Private elementary and secondary schools** — Private elementary and secondary schools are treated as a non-covered industry because religiously affiliated elementary and secondary schools, which account for most of the employment in this industry, remain largely outside the scope of the UI program. The state estimates of private elementary and secondary school employment are primarily based on the employment reported annually by the Census Bureau’s County Business Patterns (CBP). The CBP data are tabulated from the administrative records of the social security program — old-age, survivors, disability, and hospital insurance — and are more complete for elementary and secondary schools than the data prepared under the UI program. The social security program, although exempting nonprofit religious organizations — including schools — from mandatory coverage, has elective
coverage provisions that have resulted in broad participation among religiously affiliated elementary and secondary schools.

In about half of the states, the UI coverage of elementary and secondary schools is complete enough to permit the use of ES-202 data as the basis for the county employment estimates. For the other states, the county estimates are based on the best available series of private elementary and secondary school employment chosen from data published by state departments of education, data from the U.S. Department of Education’s 1998 survey of private elementary and secondary schools, or data from CBP, which cannot be used more generally because they are frequently suppressed at the county level to prevent disclosures.

- **Religious membership organizations** — The Federal Unemployment Tax Act permits the states to exclude religious membership organizations from mandatory UI coverage. Although most state UI laws do have some provisions for elective coverage, less than 10 percent of the national total employment of religious membership organizations is covered by UI. Therefore, the county estimates of the employment of religious membership organizations are based on CBP data. The CBP data are adjusted by allocation to sum to the BEA national employment totals for this industry.

- **Military** — County military employment is measured as the number of military personnel assigned to active duty units that are stationed in the area plus the number of military reserve unit members. The estimates of active duty employment for the Army, Air Force, Navy, Marine Corps, and Coast Guard are based on the annual averages of 12 monthly observations, for a given year, from reports received from each branch of service. Navy personnel assigned to ships and other mobile units and Marines assigned to Fleet Marine Force units are measured according to the units’ home ports rather than their actual locations as of the reporting date. The measure of the employment of the military Reserves — including the National Guard — is confined to members of reserve units that meet regularly for training. The state estimates are based on fiscal year-ending September 30 tabulations of military reserve pay provided by the Army, Air Force, Navy, Marine Corps, and Coast Guard.

  For consistency with the BEA estimates of military reserve wages, the state totals of military reserve employment are allocated to counties in proportion to civilian population.

- **“Other”** — In the local area employment series, this category consists of the number of U.S. residents employed in the United States by international organizations and by foreign embassies and consulates. The category differs from “rest-of-the-world” — the corresponding category in the national employment estimates — in that “rest-of-the-world” also includes the net flow of international border workers — i.e., U.S. residents working across the border in Canada and foreign residents working in the United States. The border workers are not reflected in the county employment estimates.

  The county estimates of “other” employment are made by allocating the national totals for all years to counties in proportion to estimated 1968 administrative expenses of international and foreign organizations operating in the United States. The administrative expenses series was prepared by the BEA.
**Wage and salary disbursements**

Wage and salary disbursements consist of the monetary remuneration of employees, including corporate officers’ salaries and bonuses, commissions, pay-in-kind, incentive payments, and tips. It reflects the amount of payments disbursed, but not necessarily earned during the year.

Wage and salary disbursements are measured before deductions, such as social security contributions and union dues.

In recent years, stock options have become a point of discussion. Wage and salary disbursements include stock options of nonqualified plans at the time that they have been exercised by the individual. Stock options are reported in wage and salary disbursements. The value that is included in wages is the difference between the exercise price and the price that the stock options were granted.

All state and local area dollar estimates are in current dollars (not adjusted for inflation).

**Wages and salaries for the military services**

The estimates of wages and salaries for the military services consist of the estimates of cash wages (including allowances) of full-time personnel of the armed services (including the Coast Guard), the estimates of cash wages of the members of the Reserves including the National Guard, and the estimates of pay-in-kind received by the full-time and reserve enlisted personnel of the armed services.

**Compensation**

Compensation of employees, received, is the sum of Wage and Salary Disbursements and Supplements to Wages and Salaries.

**Personal income and components**

Personal Income is the income that is received by all persons from all sources. It is calculated as the sum of wage and salary disbursements, supplements to wages and salaries, proprietors’ income with inventory valuation and capital consumption adjustments, rental income of persons with capital consumption adjustment, personal dividend income, personal interest income, and personal current transfer receipts, less contributions for government social insurance.

The personal income of an area is the income that is received by, or on behalf of, all the individuals who live in the area; therefore, the estimates of personal income are presented by the place of residence of the income recipients.

**Supplements to wages and salaries**

This component of personal income consists of employer contributions for employee pension and insurance funds and of employer contributions for government social insurance.
Employer contributions for employee pension and insurance funds
This component of personal income consists of employer payments to private and government employee retirement plans, private group health and life insurance plans, privately administered workers' compensation plans, and supplemental unemployment benefit plans.

Employer contributions for government social insurance
These contributions, which are subtracted in the calculation of personal income as part of contributions for government social insurance, consist of employer payments under the following Federal and state and local government programs: Old-age, survivors, and disability insurance (OASDI); hospital insurance (HI); unemployment insurance; railroad retirement; government employee retirement; pension benefit guarantee; veterans' life insurance; publicly-administered workers’ compensation; military employee programs (veterans’ life and military medical insurance); and temporary disability insurance. The contributions are excluded from personal income by definition, but, as part of supplements to wages and salaries, are included in earnings by place of work.

Proprietors’ income
This component of personal income is the current-production income (including income in kind) of sole proprietorships and partnerships and of tax-exempt cooperatives. Corporate directors’ fees are included in proprietors’ income, but the imputed net rental income of owner-occupants of all dwellings is included in rental income of persons. Proprietors’ income excludes dividends and monetary interest received by non-financial business and rental incomes received by persons not primarily engaged in the real estate business; these incomes are included in dividends, net interest, and rental income of persons, respectively.

Rental income of persons with capital consumption adjustment
Rental income is the net income of persons consisting of income from the rental of real property except for the income of persons primarily engaged in the real estate business; the imputed net rental income of the owner-occupants of non-farm dwellings; and the royalties received from patents, copyrights, and rights to natural resources.

The Capital Consumption Adjustment is the difference between private consumption of fixed capital (CFC) and private capital consumption allowances. Private CFC is a charge for the using up of private fixed capital. It is based on studies of prices of used equipment and structures in resale markets. Private capital consumption allowances consist of tax-return-based depreciation charges for corporations and non-farm proprietorships and of historical-cost depreciation, calculated by BEA, for farm proprietorships, rental income of persons, and nonprofit institutions.

Personal dividend income
This component of personal income is the dividend income of persons. It consists of the payments in cash or other assets, excluding the corporation’s own stock, made by corporations located in the United States or abroad to persons who are U.S. residents. It excludes that portion of dividends paid by regulated investment companies (mutual funds) related to capital gains distributions.
**Personal interest income**
This component of personal income is the interest income (monetary and imputed) of persons from all sources.

**Personal current transfer receipts**
This component of personal income is payments to persons for which no current services are performed. It consists of payments to individuals and to nonprofit institutions by Federal, state, and local governments and by businesses.

Government payments to individuals include retirement and disability insurance benefits, medical payments (mainly Medicare and Medicaid), income maintenance benefits, unemployment insurance benefits, veterans’ benefits, and Federal grants and loans to students. Government payments to nonprofit institutions exclude payments by the Federal Government for work under research and development contracts. Business payments to persons consists primarily of liability payments for personal injury and of corporate gifts to nonprofit institutions.

**Contributions for government social insurance**
These contributions, which are subtracted in the calculation of personal income, consist of employee and self-employed contributions for government social insurance and employer contributions for government social insurance.

**Employee and self-employed contributions for government social insurance**
These contributions, which are subtracted in the calculation of personal income, consist of the contributions, or payments, by employees, by the self-employed, and by other individuals who participate in the following government programs: old-age, survivors’, and disability insurance (Social Security); hospital insurance; supplementary medical insurance; unemployment insurance; railroad retirement; veterans’ life insurance; and temporary disability insurance. These contributions are excluded from personal income by definition, but the components of personal income upon which these contributions are based – mainly wage and salary disbursements and proprietors’ income – are presented gross of the contributions.

**Adjustment for residence**
The adjustment for residence is the net inflow of the net labor earnings of interarea commuters.

The state and county estimates of personal income are presented by the state and county of residence of the income recipients. However, the source data for most of the components of wage and salary disbursements, other labor income, and personal contributions for social insurance by employees are on a place-of-work basis. Consequently, a residence adjustment is made to convert the estimates based on these source data to a place-of-residence basis.

The method of calculating place-of-work income requires two main sources. The first source is the net Residence Adjustment (RA), which is provided by the Bureau of Economic Analysis (BEA). A Resident Adjustment value for County X is simply the total outflow of workers’ dollars minus the total inflow of workers’ dollars for that county, where outflow dollars are wages earned in County X by residents of another county and inflow dollars are wages earned in another county by residents of County X. The second source
is Journey to Work (JTW) data, which is calculated from the U.S. Census. This data is a comprehensive
matrix of the number of employees and their average wages from each county to every other county.

While the Residence Adjustment calculation provides net dollar flows for each county, it does not tell us
how much of a county’s RA goes to and comes from specific counties. The JTW data provides these ratios
and allows us to build models with accurate regional dollar flows. The decennial dollar flows in the JTW
matrix are normalized to annual Residence Adjustment values to keep the flows current and accurate. With
this county-level data, we can then calculate intra-regional dollar flows.

Population
BEA uses the Census Bureau’s midyear population estimates. Except for college students and other seasonal
populations, which are measured on April 1, the population for all years is estimated on July 1.

Disclosure avoidance procedures
Like other statistical agencies, the Bureau of Economic Analysis (BEA) is legally required to safeguard the
confidentiality of the information that it receives. In addition, like other agencies, it must balance its
responsibility to avoid disclosing confidential information with its responsibility to release and to publish as
much information as possible. It balances these responsibilities by presenting the estimates for regions, states,
and local areas only at the North American Industry Classification System (NAICS) subsector level, even
though it receives source data at the NAICS four- and five-digit industry levels.

Most of the data series that BEA receives from other agencies are not confidential. The agencies
summarize this data to aggregate totals by program and by state or county, so that each record, or data cell,
contains data for enough individuals or establishments to preclude the identification of the data for a specific
individual or establishment and, therefore, to preclude the disclosure of confidential information.

However, the ES-202 tabulations that BEA receives from the Bureau of Labor Statistics (BLS) include
records that would disclose confidential information. The confidential information on wages and salaries for
some business firms is identifiable from the state and county estimates of wages and salaries at the NAICS
subsector level that are derived from the ES-202 data.

To prevent either the direct or the indirect disclosure of the confidential information, BEA uses the BLS
state and county nondisclosure file.

BEA uses as many BLS nondisclosure cells as possible, but cannot use some of them for various reasons.
The most important reasons are that the industry structure published by BEA does not exactly match NAICS
subsector detail provided by BLS and that BEA does not use ES-202 data for the farm sector. When BEA
drops BLS nondisclosure cells, other cells must be selected to prevent the disclosure of confidential
information. In order to determine which estimates should be suppressed, the total wages and salaries file and
the wages-and-salaries-nondisclosure file are used to prepare a multidimensional matrix. This matrix is tested,
and the estimates that should be suppressed are selected.

BLS

The second major source of historical data used by REMI is from the Bureau of Labor Statistics (BLS).
These data pertain to workers covered by State unemployment insurance (UI) laws and Federal civilian
workers covered by the Unemployment Compensation for Federal Employees (UCFE) program. The data for both private sector and public sector workers are reported to the BLS by the employment security agencies of the 50 States, the District of Columbia, Puerto Rico, and the Virgin Islands as part of the Quarterly Census of Employment and Wages (QCEW) program. The QCEW, also called ES-202, was formerly known as the Covered Employment and Wages (CEW). REMI uses their annual average employment and total annual wages at the summary level for all counties and states.

**Employment**

In general, QCEW monthly employment data represent the number of covered workers who worked during, or received pay for, the pay period that included the 12th day of the month. Virtually all workers are reported in the State in which their jobs are physically located.

Covered private industry employment includes most corporate officials, executives, supervisory personnel, professionals, clerical workers, wage earners, piece workers, and part-time workers. It excludes proprietors, the unincorporated self-employed, unpaid family members, and certain farm and domestic workers.

Persons on paid sick leave, paid holiday, paid vacation, and the like are included. Persons on the payroll of more than one firm during the period are counted by each UI-subject employer if they meet the employment definition noted above. Workers are counted even though, in the latter months of the year, their wages may not be subject to unemployment insurance tax. The employment count excludes workers who earned no wages during the entire applicable pay period because of work stoppages, temporary layoffs, illness, or unpaid vacations.

Employment data reported for Federal civilian employees are a byproduct of the operations of State Employment Security Agencies in administering the provisions of Title XV of the Social Security Act—the program of Unemployment Compensation for Federal Employees. Federal employment data are based on reports of monthly employment and quarterly wages submitted each quarter to State agencies for all Federal installations with employees covered by the act, except for certain national security agencies, which are omitted for security reasons.

Employment of all Federal agencies for any given month is based on the number of persons who worked during or received pay for the pay period that included the 12th of the month.

**Wages**

**Total wages.** Covered employers in most states report total compensation paid during the calendar quarter, regardless of when the services were performed. A few state laws, however, specify that wages be reported for or be based on the period during which services are performed rather than the period during which compensation is paid. Under most state laws or regulations, wages include bonuses, stock options, severance pay, the cash value of meals and lodging, tips and other gratuities, and, in some states, employer contributions to certain deferred compensation plans such as 401(k) plans.

Covered employer contributions for old-age, survivors, and disability insurance (OASDI), health insurance, unemployment insurance, workers’ compensation, and private pension and welfare funds are not reported as wages. Employee contributions for the same purposes, however, as well as money withheld for income taxes, union dues, and so forth, are reported even though they are deducted from the worker’s gross pay.
**Average wages.** Average annual wages per employee for any given industry are computed by dividing total annual wages by annual average employment. A further division by 52 yields average weekly wages per employee. Annual pay data only approximate annual earnings because an individual may not be employed by the same employer all year or may work for more than one employer at a time.

Average weekly or annual pay is affected by the ratio of full-time to part-time workers, as well as by the numbers of individuals in high-paying and low-paying occupations. When comparing average pay levels between States and industries, data users should take these factors into consideration. For example, industries characterized by high proportions of part-time workers will show average wage levels appreciably less than the weekly pay levels of regular full-time employees in these industries. The opposite is true of industries with low proportions of part-time workers, or industries that typically schedule heavy weekend and overtime work. Average wage data also may be influenced by work stoppages, labor turnover, retroactive payments, seasonal factors, and bonus payments.

**Disclosure restrictions**

In accordance with BLS policy, data reported under a promise of confidentiality are not published and are used only for specified statistical purposes. BLS withholds publication of UI-covered employment and wage data for any industry level when necessary to protect the identity of cooperating employers. Totals at the industry level for the States and the Nation include the non-disclosable data suppressed within the detailed tables. However, these totals cannot be used to reveal the suppressed data.

**Imputed data**

To reduce the effect of the exclusion of data that occurs because of late reporting by covered private and government employers, State agencies impute employment and wages for such employers and include them in each quarterly report. Corrections to data that may be entered after a report is filed will include replacement of imputations with reported data to the extent possible. Imputations are calculated at the individual establishment level, normally using historical data reported by the employer. Sometimes, trends reported by employers in the same industry or information obtained from other sources is also used. If a report remains delinquent for more than one quarter and research shows that it is still active, the data for the establishment will again be imputed.

**CBP**

The final source of employment and wage data is County Business Patterns (CBP). County Business Patterns is an annual series that provides subnational economic data by industry and covers most of the country’s economic activity. The series excludes data on self-employed individuals, employees of private households, railroad employees, agricultural production employees, and most government employees. This data is available at a very detailed level, and while it has many suppressions due to confidentiality requirements, its advantage is that when the data is suppressed, ranges for the establishments are supplied. This provides some basis from which to make a rough estimate of employees in that industry in the absence of any other information.
Establishments
An establishment is a single physical location at which business is conducted or services or industrial operations are performed. It is not necessarily identical with a company or enterprise (firm), which may consist of one or more establishments. When two or more activities are carried on at a single location under a single ownership, all activities generally are grouped together as a single establishment. The entire establishment is classified on the basis of its major activity and all data are included in that classification.

Establishment-size designations are determined by paid employment in the mid-March pay period. The size group “1 to 4” includes establishments that did not report any paid employees in the mid-March pay period but paid wages to at least one employee at some time during the year.

Establishment counts represent the number of locations with paid employees any time during the year. This series excludes governmental establishments except for wholesale liquor establishments (NAICS 4228), retail liquor stores (NAICS 44531), Federally-chartered savings institutions (NAICS 522120), Federally-chartered credit unions (NAICS 522130), and hospitals (NAICS 622).

Payroll
Total payroll includes all forms of compensation, such as salaries, wages, reported tips, commissions, bonuses, vacation allowances, sick-leave pay, employee contributions to qualified pension plans, and the value of taxable fringe benefits. For corporations, it includes amounts paid to officers and executives; for unincorporated businesses, it does not include profit or other compensation of proprietors or partners. Payroll is reported before deductions for Social Security, income tax, insurance, union dues, etc. First-quarter payroll consists of payroll during the January-to-March quarter.

Mid-March Employment
Paid employment consists of full- and part-time employees, including salaried officers and executives of corporations, who are on the payroll in the pay period including March 12. Included are employees on paid sick leave, holidays, and vacations; not included are proprietors and partners of unincorporated businesses.

Data Withheld from Publication
In accordance with U.S. Code, Title 13, Section 9, no data are published that would disclose the operations of an individual employer. The number of establishments in an industry classification and the distribution of these establishments by employment-size class are not considered to be disclosures, so this information may be released even though other information is withheld from publication.

Estimation of Data Suppressions in Major Regions and States
The current solving methodology is to use an optimization routine to minimize a constrained quadratic loss function. In order to begin this process, we obtain initial estimates and variances from regressions which will be used in our loss function. Once there are estimates, variances, and constraints for all suppressed points within the data set, we process that year. For each year, systems of suppressions can be formed that are all linearly dependent. These systems are defined by a sector-level industry that has suppressions and a Major Region containing the states. We pass each system of suppressions through an optimization procedure that finds the solution set of estimates that minimizes the total variance of the system while still obeying all of the
regional and industrial constraints. If all the final estimates are positive (with the exception of personal income data, which may have legitimate negative values), the solution set is accepted.

**Estimation of Data Suppressions in Counties**

There are too many suppressions in the county data to allow the optimization function to solve, so instead we are using a series of RAS methods (bi-proportional adjustment of matrices). First we estimate all of the sector-level industry employment data, making sure that the sum of the industries equals total employment for the county, and the sum of each industry across all counties in a state equals that industry’s employment in that state.

We use the midpoint of the maximum and minimum values calculated from the constraints (similar to calculation for states) as starting values to use in the suppressed cells for the RAS. Next, we repeat this process for the earnings by industry data, as well as the compensation by industry data. This leaves us with sector-level data for employment and summary-level data for earnings and compensation, but no wage data by industry, and we need to disaggregate employment to the summary level.

The first data to be disaggregated to the summary level (REMI’s 70 industries) is compensation. While some of this data is available from the BEA, there are still a large number of suppressions at this level. We bring in the BLS QCEW wage data at the county level. This data also has suppressions, so the first step is to estimate the missing values. This is initially done for all states and industries (making sure they add up to the nation). We use the CBP state wage data in order to start off with reasonable values for the RAS (where this data is suppressed, we estimate the value by multiplying the number of establishments in each size class by the midpoint of the employment size for that class, and then sum them together for each industry). Once the BLS wage state data is filled in to be internally consistent, we then use it as totals for estimating the suppressed BLS wage county data. For this step we start each missing county value with 1. Once complete, we change each BLS zero value to one (since BEA includes proprietors in their definition and BLS does not, it is possible to have zero values in the BLS data and non-zero values in the BEA data) and then run a final set of RAS procedures against the county BEA summary data and the county BEA sector data. This gives us complete summary-level industry data for every county in the US that is internally consistent with BEA’s reported state and county data.

In order to disaggregate the employment to the summary level, we use our recently estimated BEA compensation data at the state and county level. The BEA compensation data is scaled by the state compensation-to-employment ratio before it is used as a starting value for estimating employment. We change any negative values in our starting estimates to a very small value (0.1) in order to prevent negative numbers from entering into the RAS, since employment cannot be negative (although under normal circumstances there should be no negative starting values). We then run a final set of RAS procedures against the state BEA summary data and the county BEA sector data. This gives us complete summary-level industry employment data for every county in the US that is internally consistent with BEA’s reported state and county data.

The wages and personal income are done with a process that is similar to the employment process, but involves some additional checks and balances. As it was with compensation, some of the summary-level BEA county data does exist. For those values that are suppressed, we use our recently estimated BEA
compensation data, scaled by the state compensation to wages/personal income ratio (as appropriate), as starting values. If any of the wage starting values are less than or equal to zero, we raise them to a small positive value (0.1) as they cannot be negative. If any of the personal income starting values are equal to zero, we raise them to a small positive value (0.1) because BEA suppressed values cannot be zero. We then run a final set of RAS procedures against the county BEA summary data and the county BEA sector data. This gives us complete summary-level industry employment data for every county in the US that is internally consistent with BEA’s reported state and county data.

While our methodology yields the complete, detailed, and internally consistent data sets required by the model, one must keep in mind that there is always more than one possible solution, so, while we have generated “a” solution, it is not necessarily “the” solution. The government goes to great length to suppress data in such a way that the real values cannot be determined. Our solution is not perfect, but we believe for the most part that it is reasonable.

B. Supplementary Historical Data

Fuel Cost Data
State-specific relative fuel costs for three types of fuel (electricity, natural gas, residual fuel) are calculated for the industrial (all manufacturing) and commercial (all non-manufacturing) sectors of the model based on unit cost data obtained from the Energy Information Administration, State Price and Expenditure Report.

Fuel Weight Data
Total energy expenditure estimates by sector (residential, commercial, industrial, transportation, and electric utilities), by type (total, electricity, natural gas), and by state are obtained for a recent year from the Energy Information Administration. Residual energy is calculated as total minus electricity and natural gas. Fuel weights are then calculated for each state by sector (the proportion of total fuel expenditures that are electricity, natural gas, and residual); the weights should add up to 1. The industrial sector fuel weights are applied to the manufacturing industries, transportation to transportation industries, electric utilities to utilities industries, and commercial to everything else. The residential sector is not used.

Tax Data
To calculate the cost of capital variable, the model requires both state-specific and national-average corporate profit and property tax rates. In the absence of a consistent and complete data source, the tax rates are estimated as follows.

State and US corporate profit tax rates are defined as the amount of tax collections divided by the amount of corporate profits. The tax collections are found in the Government Finances (Revenue) publication and are converted from fiscal year to calendar year. Profits for states are constructed by sharing the national corporate profits to each state based on gross state product. The effective tax rate is simply the tax collections divided by the estimated profits. Corporate profits for the US are taken from the Survey of Current Business.

State and US property tax rates are defined as the amount of tax collections divided by the level of residential and nonresidential capital stock. Again, tax collections are taken from the Government Finances (Revenue) publication, and converted from fiscal to calendar year. Nonresidential capital stock is calculated
by estimating the state’s share of national nonresidential capital stock based on estimated profits (see above). Residential capital is estimated similarly, but disposable income is used as the weight. U.S. investment and capital stock data for residential and nonresidential structures are also found in the *Survey of Current Business*.

**Cost of Capital Data**

In addition to the tax rates described above, exogenous variables for the cost of capital equation include Moody’s AAA bond rates, investment tax credit rates, and the proportion of business capital financed by bonds and loans. The latter is estimated from the Quarterly Financial Report for Manufacturing, while all of the other variables are taken from the *Survey of Current Business*.

**Housing Price Data**

State-specific median values of owner-occupied housing units are obtained from the Census of Housing for the year 2000. The National Association of Realtors’ regional and metropolitan growth rates for median sales price of existing single-family homes are then used to estimate state housing prices after 2000. To determine the national housing price figure, from which selling price for real estate relative to the U.S. is calculated, the Census of Housing value is used for 2000, and the growth rate from the National Association of Realtors’ national data is applied after 2000. County-specific median values of owner-occupied housing units are also obtained from the Census of Housing for 2000. State and metropolitan housing price values are used to extend the series beyond 2000.

**C. National Forecast Data**

**BLS Forecast Data**


For the 2014 projections, input-output, final demand, and value added data were developed for the years 2001-2004 and projected year 2014. Historical tables are provided in both nominal (current) dollars and in 2000 chain-weighted real dollars. The projected tables are provided in real dollars only.

Dollar value matrices are expressed in millions of dollars rounded to three decimal places. Therefore, they may not add exactly to their totals due to rounding error.

These data are based on the 2002 North American Industrial Classification System (NAICS) and the U.S. Department of Commerce’s Bureau of Economic Analysis (BEA) unpublished revised 1997 benchmark input-output tables.

Input-output data shows the flow of commodities from production through intermediate use by industries and purchases by final users. This data is developed as a set of matrices or tables for each year.

The “USE” matrix contains the sales of commodities sold to intermediate consumers and final demand. In addition, it contains the intermediate inputs and value added factors of production to industries for the production of their product. Each column sums to its respective industry output. Each row sums to its respective commodity output.
The “MAKE” matrix details the production of commodities by industries. Each row sums to industry output and each column sums to commodity output.

The “FD” matrix is a detailed set of 204 final demand types. Each of the 204 columns is distributed across the 200 commodities identified in the input-output system. This matrix is the final demand “bridge” table, showing detailed purchases for 204 categories of expenditures for the year specified in the matrix name.

For the years 2001-2004 and 2014, REMI converts the industry-by-commodity USE matrix and the commodity-by-industry MAKE matrix into an industry-by-industry input-output table of flows, and subsequently a matrix of coefficients. The FD matrix is converted into a bridge matrix of coefficients.

For the non-benchmark years between 2004 and 2014, a linear interpolation method is used to estimate the coefficients. The 2014 coefficients are held fixed forward to 2050.

The BLS includes as “special industries” noncomparable imports, scrap, and used and secondhand goods. For noncomparable imports and used and secondhand goods, there is no production in the United States, and thus no domestic commodity or industry output.

For scrap, there is domestic production, although that production is not by a “scrap” industry, but by other industries as a part of the production of their output. For REMI purposes, we need to account for these values in our industry-by-industry matrix. For scrap and used and secondhand goods, the great majority of which are automobiles, we made the assumption that most of these goods would at some point pass through the wholesale industry, so we simply aggregated them with wholesale. For noncomparable imports, we added the values (which are negative) to the industry that “used” these imported goods (the commodity by industry diagonal in the USE table), and then balanced the table by subtracting them from the commodity by imports column in the demand table.

The Office of Occupational Statistics and Employment Projections (OOSEP) develops output, price, and employment data for use in the Bureau's biennial economic and employment projections. The most recent set of projections were developed for the year 2014 with data for 200 detailed industries and 84 aggregate sectors. The projections were published in the November 2005 issue of the Monthly Labor Review.

The output measures follow the definitions and conventions used by the Bureau of Economic Analysis (BEA) in its input-output tables, published every five years. These industry output measures are based on producer’s value and include both primary and secondary products and services. The main data sources for compiling the output time series for manufacturing industries are the Census Bureau’s Annual Survey of Manufactures. Data sources for nonmanufacturing industries are more varied. They include the Census Bureau’s Service Annual Survey, the BEA’s National Income and Product Accounts (NIPA) data on new construction and personal consumption expenditures, IRS data on business receipts, and many other sources. The constant dollar industry output estimates for the most recent years are based on BLS employment data and trend projections of productivity. The output series are benchmarked to the industry/commodity outputs from the unpublished revised BEA 1997 NAICS-based input-output tables, which were adjusted by BLS to reflect the 2002 NAICS revision, NIPA revisions, and to place the tables more consistently on a NAICS basis.
The annual price data are developed in a manner so as to conform to BEA’s National Income and Product Accounts. For manufacturing, they are based on industry sector price index data collected by BLS, and are chain-weighted from the four-digit NAICS to OOSEP’s detailed industry sectors. Nonmanufacturing prices, developed at the level of OOSEP’s detailed industry sectors, use a variety of different sources, in many instances the BLS consumer price index data. In industries where such underlying price data have not yet been developed, imputations of price change are made from other data series. All aggregate series are chain-weighted from OOSEP’s detailed industry sectors. This is necessitated by the benchmarking of the output series to the base year input-output tables.

The employment data are from the BLS Current Employment Survey (for wage and salary jobs and average weekly hours), the Current Population Survey (for self-employed and unpaid family worker jobs, agricultural employment, and private household employment, except logging), and ES-202 Employment and Wages data collected from the unemployment insurance program (for industries unpublished in the CES).

Official BLS productivity measures are produced by the Office of Productivity and Technology. Although output per hour measures can be calculated from the OOSEP estimated constant dollar output and employment data, those calculations do not reflect the official BLS productivity measure. In developing the employment projections, OOSEP does not rely specifically on the output per hour implied by the output and employment data. Especially for the nonmanufacturing industries, development of constant dollar output is problematic. OOSEP discounts the reliability of the constant dollar output and the implied output per hour as an analytic basis for problem industries in favor of trend analysis of the employment data series, which is generally considered more reliable.

Between 2004 and 2014, REMI uses a labor-force-growth-trended forecast for GDP and its components (final demand). After 2014, the BLS-projected labor force participation rates and population projections estimated by REMI for the US (based on death rates, middle range birth rates, and international migration data from the Census) are used to forecast the labor force. An initial estimate of final demand is made, and then adjusted until the resulting growth in employment comes in line with the labor force. Once the BLS trended forecast is in place, and then extended to 2050, the U.S. Macroeconomic Values procedure of Policy Insight is run using the latest short-term national forecast from the University of Michigan’s Research Seminar in Quantitative Economics (RSQE). This updates the national forecast with the current national business cycle.

**RSQE Forecast Data**

RSQE is an economic modeling and forecasting unit which has been in operation at the University of Michigan since 1952. RSQE provides forecasts of the U.S. national economy on a seven-times-per-year basis and forecasts of the Michigan economy on a four-times-per-year basis.

**BLS Occupation Data**

Occupational classification

The occupations covered reflect the occupational classification used in the Occupational Employment Statistics (OES) survey, the source used to generate data to develop the 2004 National Employment Matrix. The OES survey data are consistent with the 2000 Standard Occupational Classification (SOC) system. Data on the self-employed, the unemployment rate, and the percentage working part-time are based on Current Population Survey (CPS) data for equivalent occupations. A crosswalk was used to distribute CPS data to occupations in the National Employment Matrix.

Industry classification

Industries covered in the national employment matrix reflect the 2002 North American Industrial Classification System (NAICS). Self-employed, unpaid family workers, and workers who have a second job in agriculture production, forestry, fishing, or private households are listed separately in order to derive total employment.

Data suppression

Occupation and industry cells with less than 50 workers are not displayed in the search results.

Projections methodology

The Bureau of Labor Statistics projections of industrial and occupational employment are developed in a series of six interrelated steps, each of which is based on a different procedure or model and related assumptions: labor force, aggregate economy, final demand (GDP) by consuming sector and product, industrial activity, employment by industry, and employment by occupation. The results produced by each step are key inputs to the following steps, and the sequence may be repeated multiple times to allow feedback and to insure consistency.

REMI aggregates the detailed industries to 169, 70, or 23, as applicable, and the detailed occupations to 94 or 17. The fixed proportion of occupational employment is calculated by summing the employment across an industry, and then dividing each occupation by the industry total. The rates of occupational change between 2004 and 2014 are calculated by linear interpolation, then extended back historically at the same rate of change, and extended forward at one-half the rate of change.
### Data Sources Behind REMI’s County Model

#### LHYR 2005

<table>
<thead>
<tr>
<th>Concept</th>
<th>Source</th>
<th>Last Available Historical Year</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ECONOMIC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>BEA-REIS (23-sector)</td>
<td>2001 - 2005</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BLS QCEW; CBP</td>
<td>1990 - 2005</td>
<td>CBP can be used to obtain estimate of industry employment when BLS QCEW data are suppressed</td>
</tr>
<tr>
<td>Wages</td>
<td>BLS QCEW; CBP</td>
<td>2001 - 2005</td>
<td></td>
</tr>
<tr>
<td>Personal Income</td>
<td>BEA-REIS</td>
<td>2001 - 2005</td>
<td></td>
</tr>
<tr>
<td>Compensation</td>
<td>BEA-REIS</td>
<td>2001 - 2005</td>
<td></td>
</tr>
<tr>
<td>Unit Electricity Cost</td>
<td>State-level data used: Energy Information Administration</td>
<td>1990 - 2003</td>
<td></td>
</tr>
<tr>
<td>Unit Natural Gas Cost</td>
<td>State-level data used: Energy Information Administration</td>
<td>1990 - 2003</td>
<td></td>
</tr>
<tr>
<td>Unit Residual Fuel Cost</td>
<td>State-level data used: Energy Information Administration</td>
<td>1990 - 2003</td>
<td></td>
</tr>
<tr>
<td>Purchased Fuel Weights</td>
<td>State-level data used: Energy Information Administration</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>Corporate Profit Tax Rate</td>
<td>Calculated State rate used: (collections/profits)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collections</td>
<td><a href="http://www.census.gov">www.census.gov</a> (current), Government Finances (historical)</td>
<td>1990 - 2005</td>
<td>Corporate Net Income &amp; Corporations in General</td>
</tr>
<tr>
<td>Estimated Profits</td>
<td>BLS technical coefficients matrix and REMI estimated output</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Property Tax Rate</td>
<td>Calculated; state rates used: (collections/cap. stock) see next two rows</td>
<td></td>
<td>This rate reflects both residential &amp; non-residential capital</td>
</tr>
<tr>
<td>Collections</td>
<td><a href="http://www.census.gov">www.census.gov</a> (current), Government Finances (historical)</td>
<td>1990 - 2004</td>
<td></td>
</tr>
<tr>
<td>Estimated Stock</td>
<td>Allocation of U.S. non-residential and residential stock by the state’s profit and real disp. income weights</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Personal Income Taxes</td>
<td>BEA State Rates</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Investment Tax Credit Rate</td>
<td>U.S. rate - Survey of Current Business</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Housing Prices</td>
<td>Census of Housing &amp; National Association of Realtors</td>
<td>1990; 2000</td>
<td>Median values; NAR regional &amp; metropolitan growth rates applied to interpolate intercensal years</td>
</tr>
<tr>
<td>Concept</td>
<td>Source</td>
<td>Last Available Historical Year</td>
<td>Notes</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------------------------------------------------------------</td>
<td>--------------------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>DEMOGRAPHIC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>Census: decennial (1 yr cohort), intercensal (5 yr cohort)</td>
<td>2000 1990 - 2005</td>
<td>Reconciled to BEA for consistency</td>
</tr>
<tr>
<td>Births, Deaths, Net International Migrants</td>
<td>Census</td>
<td>1990 - 2005</td>
<td>Net international migrants reconciled with national totals</td>
</tr>
<tr>
<td>Survival Rates</td>
<td>Census: Population Projections of the United States by Age, Sex, Race, Hispanic Origin, and nativity: 1999-2100</td>
<td>1999 - 2100</td>
<td>National survival rates adjusted to fit regional deaths observed in history</td>
</tr>
<tr>
<td>Retired Migrants</td>
<td>Census 2000 Migration Data on DVD</td>
<td>2000</td>
<td>Age-specific retired migration rates are calculated using 2000 census data</td>
</tr>
<tr>
<td>Military Dependents</td>
<td>Department of Defense</td>
<td>1990-2005</td>
<td>National totals only; dependents are assigned to regions based on size of Military population.</td>
</tr>
<tr>
<td>Prisoner Population</td>
<td>Census US Department of Justice</td>
<td>2000 1990-2005</td>
<td>Data by Race and Sex for 2000 only</td>
</tr>
</tbody>
</table>
## Data Sources Behind REMI’s State Model

### LHYR 2005

<table>
<thead>
<tr>
<th>Concept</th>
<th>Source</th>
<th>Last Available Historical Year</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment</td>
<td>BEA</td>
<td>1990 - 2005</td>
<td>Total Employment series</td>
</tr>
<tr>
<td>Wages</td>
<td>BEA</td>
<td>2001 - 2005</td>
<td></td>
</tr>
<tr>
<td>Personal Income</td>
<td>BEA</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Compensation</td>
<td>BEA</td>
<td>2001 - 2005</td>
<td></td>
</tr>
<tr>
<td>Unit Electricity Cost</td>
<td>Energy Information Administration</td>
<td>1990 - 2003</td>
<td></td>
</tr>
<tr>
<td>Unit Natural Gas Cost</td>
<td>Energy Information Administration</td>
<td>1990 - 2003</td>
<td></td>
</tr>
<tr>
<td>Unit Residual Fuel Cost</td>
<td>Energy Information Administration</td>
<td>1990 - 2003</td>
<td></td>
</tr>
<tr>
<td>Purchased Fuel Weights</td>
<td>Energy Information Administration</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>Corporate Profit Tax Rate</td>
<td>Calculated (collections/profits) see next two rows</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collections</td>
<td><a href="http://www.census.gov">www.census.gov</a> (current), Government Finances (historical)</td>
<td>1990 - 2005</td>
<td>Corporate Net Income &amp; Corporations in General</td>
</tr>
<tr>
<td>Estimated Profits</td>
<td>BLS technical coefficient matrix and REMI estimated output</td>
<td>1990 - 2005</td>
<td>Estimated series is normalized for bottom-up consistency to reported U.S. profits.</td>
</tr>
<tr>
<td>Property Tax Rate</td>
<td>Calculated (collections/capital stock) see next two rows</td>
<td></td>
<td>This rate reflects both residential and non-residential capital</td>
</tr>
<tr>
<td>Collections</td>
<td><a href="http://www.census.gov">www.census.gov</a> (current), Government Finances (historical)</td>
<td>1990 - 2004</td>
<td></td>
</tr>
<tr>
<td>Estimated Stock</td>
<td>Allocation of U.S. non-residential and residential stock based on the state’s profit and real disp. income weights.</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Personal Income Taxes</td>
<td>BEA</td>
<td>1990 - 2005</td>
<td>Includes federal, state &amp; local collections</td>
</tr>
<tr>
<td>Investment Tax Credit Rate</td>
<td>U.S. rate - Survey of Current Business</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Housing Prices</td>
<td>Census of Housing &amp; National Association of Realtors</td>
<td>1990; 2000 1990 - 2005</td>
<td>Median values; N.A.R. regional and metropolitan growth rates applied to interpolate intercensal years</td>
</tr>
<tr>
<td>Concept</td>
<td>Source</td>
<td>Last Available Historical Year</td>
<td>Notes</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>DEMOGRAPHIC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>Census: decennial (1 yr cohort), intercensal (5 yr cohort)</td>
<td>2000 1990 - 2005</td>
<td>Reconciled to BEA for consistency</td>
</tr>
<tr>
<td>Births, Deaths, Net International Migrants</td>
<td>Census</td>
<td>1990 - 2005</td>
<td>Net international migrants reconciled with national totals</td>
</tr>
<tr>
<td>Survival Rates</td>
<td>Census: Population Projections of the United States by Age, Sex, Race, Hispanic Origin, and nativity: 1999-2100</td>
<td>1999 - 2100</td>
<td>National survival rates adjusted to fit regional deaths observed in history</td>
</tr>
<tr>
<td>Retired Migrants</td>
<td>Census 2000 Migration Data on DVD</td>
<td>2000</td>
<td>Age specific retired migration rates are calculated using 2000 census data</td>
</tr>
<tr>
<td>Military Dependents</td>
<td>Department of Defense</td>
<td>1990 - 2005</td>
<td>National totals only; dependents are assigned to regions based on size of Military population.</td>
</tr>
<tr>
<td>Prisoner Population</td>
<td>Census US Department of Justice</td>
<td>2000 - 2005</td>
<td>Data by Race and Sex for 2000 only</td>
</tr>
</tbody>
</table>
### Data Sources Behind REMI’s U.S. Model

#### LHYR 2005

<table>
<thead>
<tr>
<th>Concept</th>
<th>Source</th>
<th>Last Available Historical Year</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ECONOMIC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>BEA</td>
<td>1990 - 2005</td>
<td>Total Employment series</td>
</tr>
<tr>
<td>Wages</td>
<td>BEA</td>
<td>2001 - 2005</td>
<td></td>
</tr>
<tr>
<td>Personal Income</td>
<td>BEA</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Compensation</td>
<td>BEA</td>
<td>2001 - 2005</td>
<td></td>
</tr>
<tr>
<td>Occupational Matrix</td>
<td>BLS</td>
<td>2004; 2014</td>
<td>Details 94 occupations, linearly interpolated</td>
</tr>
<tr>
<td>Productivity</td>
<td>BLS</td>
<td>1998 - 2004; 2014</td>
<td>Calculated from detailed E &amp; Q data</td>
</tr>
<tr>
<td>Industry Deflators</td>
<td>BLS</td>
<td>1998 - 2004</td>
<td>Nominal &amp; real Q to calculate deflators</td>
</tr>
<tr>
<td>Commodity Prices</td>
<td>Survey of Current Business: NIPA</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Unit Electricity Cost</td>
<td>Energy Information Administration</td>
<td>1990 - 2003</td>
<td></td>
</tr>
<tr>
<td>Unit Natural Gas Cost</td>
<td>Energy Information Administration</td>
<td>1990 - 2003</td>
<td></td>
</tr>
<tr>
<td>Unit Residual Fuel Cost</td>
<td>Energy Information Administration</td>
<td>1990 - 2003</td>
<td></td>
</tr>
<tr>
<td>Purchased Fuel Weights</td>
<td>Energy Information Administration</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>Corporate Profit Tax Rate</td>
<td>Calculated (collections/profits) see next two rows</td>
<td></td>
<td>Corporate Net Income &amp; Corporations in General</td>
</tr>
<tr>
<td>Collections</td>
<td><a href="http://www.census.gov">www.census.gov</a> (current), Government Finances (historical)</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Profits</td>
<td>Survey of Current Business</td>
<td>1990 - 2005</td>
<td>Moving average to convert from fiscal year to calendar year.</td>
</tr>
<tr>
<td>Property Tax Rate</td>
<td>Calculated (collections/capital stock) see next 2 rows</td>
<td></td>
<td>This rate reflects both residential &amp; non-residential capital</td>
</tr>
<tr>
<td>Collections</td>
<td><a href="http://www.census.gov">www.census.gov</a> (current), Government Finances (historical)</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Estimated Stock</td>
<td>Survey of Current Business</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Personal Income Taxes</td>
<td>BEA</td>
<td>1990 - 2005</td>
<td>Includes federal, state &amp; local collections</td>
</tr>
<tr>
<td>Investment Tax Credit Rate</td>
<td>Survey of Current Business</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Business Cycle</td>
<td>RSQE</td>
<td>2006 - 2008</td>
<td></td>
</tr>
<tr>
<td>Housing Prices</td>
<td>Census of Housing &amp; National Association of Realtors</td>
<td>1990; 2000</td>
<td>1990 - 2005</td>
</tr>
<tr>
<td>Concept</td>
<td>Source</td>
<td>Last Available Historical Year</td>
<td>Notes</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>--------------------------------------------------</td>
<td>---------------------------------</td>
<td>--------------------------------------------</td>
</tr>
<tr>
<td>DEMOGRAPHIC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>Census: (1 yr. cohort)</td>
<td>1990 - 2005</td>
<td>Reconciled to BEA for consistency</td>
</tr>
<tr>
<td>Births, Deaths, Net International Migration</td>
<td>Census</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Natality Rate, Survival Rate, Net International Migration Forecasts</td>
<td>Census: Population projections of the United States by Age, Sex, Race, Hispanic Origin, and Nativity</td>
<td>1999 - 2100</td>
<td></td>
</tr>
<tr>
<td>Labor Force</td>
<td>BLS</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Labor Force Participation Rates Forecast</td>
<td>BLS</td>
<td>2000 - 2050</td>
<td></td>
</tr>
<tr>
<td>Military Population</td>
<td>Census; Department of Defense</td>
<td>2000;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Military Dependents</td>
<td>Department of Defense</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>College Population</td>
<td>U.S. Department of Education; National Center for Education Statistics</td>
<td>1990 - 2005</td>
<td></td>
</tr>
<tr>
<td>Prisoner Population</td>
<td>Census; U.S. Department of Justice</td>
<td>2000;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1990 - 2005</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 4: Chained vs. Fixed Real Dollars in the REMI Model

In 1995 the Bureau of Economic Analysis (BEA) introduced new measures of real output and prices which are calculated using chain-type annual-weighted indexes, allowing for the effects of changes in relative prices and changes in the composition of output over time. The previous use of fixed-weighted measures for periods other than those close to the base period resulted in a “substitution bias” that caused an overstatement of growth for periods after the base year and an understatement for periods before the base year. The computer sector, with its rapidly declining prices and increasing output, provides a clear example of the benefit of using a chain-weighted measure rather than a fixed-weighted measure. The use of fixed (single year) weights significantly overstates the impact of recent investment in computers in relation to investment in other types of assets, especially as one gets farther away from the weighting period, because the prices are dropping so quickly. Shifting the valuations on a year-by-year basis allows long-term growth, past business cycles, and productivity to be measured in the valuations that are appropriate to the period being studied.

The REMI model relies on national input-output relationships reported by the BLS. These relationships, since they are at the most “detailed” level, are provided in fixed real dollars. However, the BEA reports Gross Domestic Product (GDP) and its aggregate final demand components in chained real dollars. To reconcile these two sets of variables, REMI has implemented the following methodology:

1. All real dollar concepts used in the model are based on fixed weights. This allows the industry value added and final demand totals to remain balanced, and allows us to use the input-output tables, aggregated to either 23, 70, or 169 sectors, as reported by the BLS. Fixed dollar GDP/GRP concepts are obtained for history and for the year currently projected by aggregating the detailed series reported by the BLS. The model then predicts all of the other forecast years.

2. An alternative GDP/GRP table reporting chain-weighted dollars has been added to the Results tab. To generate this series, we first predict the relative prices for each industry. For history, these relative prices equal the industry deflators reported by the BLS. For forecasts, they are based on the change in the industry wage rate relative to the change in industry productivity, and become the industry deflators.

\[
P_i' = \frac{CPI'}{CPI} \times \frac{WR'_i / PROD'_i}{WR'_T / PROD'_T} \times DEF_i^T
\]

where,
- \(P_i\) = relative price (deflator) for industry \(i\)
- \(CPI\) = consumer price index
- \(WR_i\) = wage rate for industry \(i\)
- \(WR\) = wage rate for economy
- \(PROD_i\) = labor productivity for industry \(i\)
- \(PROD\) = labor productivity for economy
- \(DEF_i\) = deflator for industry \(i\)


\[5\]
reported in the model. Starting in 2001, we then use these relative prices to generate nominal dollar series for the detailed final demand components, and apply a chain-weighting methodology\(^6\) to estimate the chained dollar values. Since the BLS reports actual chained dollar values for history and for their projected year, we are able to normalize our estimated series to the actual values for these years. The normalization “ratios” are carried forward into the forecast for the purpose of consistency.

3. All user inputs for the aggregated final demand components (e.g. Macroeconomic Values tab and policy variables) will be entered in chained real dollars, with the exception of the final demand translators, which, since they are available at the disaggregate level, will be entered in fixed real dollars. All user inputs for the industry-level policy variables will be entered in fixed real dollars.

\[ FDC'_j = \frac{\sum P_i^t \cdot FDF'_{i,j}^t}{\sum P_i^t \cdot FDF_{i,j}^{t-1}} \cdot FDC_{j}^{t-1} \]

where,

- \( FDC_{j} = \) chained real dollar final demand for component \( j \)
- \( FDF_{i,j} = \) fixed real dollar final demand for component \( j \) in industry \( i \)
- \( P_i = \) relative price (deflator) for industry \( i \)
- \( t = \) current time period
- \( t - 1 = \) previous time period
Chapter 5: State And Local Government Employment And Final Demand

(May 2000)

The Bureau of Economic Analysis (BEA) reports state government employment separate from local government employment at the county level for all history years beginning in 1979. In addition to now providing this detail on the Results tab in Policy Insight, we are also using this data to distribute state and local final demand to its separate state and local shares over this same period of history. All of this information together allows us to predict state government employment and final demand separately from local demand for the forecast period. The methodology we implemented is based on the following basic assumptions:

1. State and local government labor productivity is the same (as the U.S.) in all counties for all state and local government employees anywhere, whether state or local\(^7\).
2. Final per capita demand for state government employees is different by state but not by local area within a state.
3. Final per capita demand for local government employees is different for each local area \(k\).
4. Local government demand is always met by the local government in area \(k\), but state government demand is not always met by the state government in local area \(k\). This is because state government employees are usually centralized within a few local areas in a state instead of being distributed throughout the state.

U.S. Model

For the U.S. model history, state government final demand is split from the BEA-reported state and local government final demand based on the BEA-reported state government employment as a share of state and local government employment. An analogous approach is used for estimating local government final demand.

\[
\begin{align*}
FD_{ust,t} &= \left(\frac{E_{ust,t}}{E_{ustloc,t}}\right) \times FD_{ustloc,t} \\
FD_{uloc,t} &= \left(\frac{E_{uloc,t}}{E_{ustloc,t}}\right) \times FD_{ustloc,t}
\end{align*}
\]

where,

- \(FD_{ust,t}\) = state government final demand for the U.S. in year \(t\)
- \(E_{ust,t}\) = state government employment for the U.S. in year \(t\), as reported by the BEA
- \(E_{ustloc,t}\) = state and local government employment for the U.S. in year \(t\), as reported by the BEA
- \(FD_{ustloc,t}\) = state and local government final demand for the U.S. in year \(t\), as reported by the BEA
- \(FD_{uloc,t}\) = state and local government final demand for the U.S. in year \(t\)
- \(E_{uloc,t}\) = local government employment for the U.S. in year \(t\), as reported by the BEA

\[\left(\frac{E_{ustloc,t}}{FD_{ustloc,t}}\right) = \left(\frac{E_{uloc,t}}{FD_{uloc,t}}\right)\]

where,

- \(E_{ustloc,t}\) = state and local government employment in local area \(k\) in year \(t\)
- \(FD_{ustloc,k,t}\) = state and local government final demand in local area \(k\) in year \(t\)
- \(E_{ustloc,t}\) = state and local government employment in the U.S. in year \(t\)
- \(FD_{ustloc,t}\) = state and local government final demand in the U.S. in year \(t\)
FD_{loc,t} = local government final demand for the U.S. in year \( t \)

For the U.S. model forecast, state government final demand is split from the predicted state and local government final demand based on the last history year ratio of state government employment to state and local government employment. An analogous approach is used for predicting local government final demand.

\[
FD_{st,t} = \left( E_{st,T} / E_{stloc,T} \right) * FD_{stloc,t}
\]

\[
FD_{loc,t} = \left( E_{loc,T} / E_{stloc,T} \right) * FD_{stloc,t}
\]

where

- \( E_{st,T} \) = state government employment for the U.S. in the last history year, as reported by the BEA
- \( E_{stloc,T} \) = state and local government employment for the U.S. in the last history year, as reported by the BEA
- \( FD_{stloc,t} \) = state and local government final demand for the U.S. in year \( t \), as predicted by the REMI model
- \( E_{loc,T} \) = local government employment for the U.S. in the last history year, as reported by the BEA

State government employment is split from the predicted state and local government employment based on the predicted state government final demand as a share of predicted state and local government final demand.

\[
E_{st,t} = \left( FD_{st,t} / FD_{stloc,t} \right) * E_{stloc,t}
\]

\[
E_{loc,t} = \left( FD_{loc,t} / FD_{stloc,t} \right) * E_{stloc,t}
\]

where

- \( E_{st,t} \) = state government employment for the U.S. in year \( t \)
- \( E_{stloc,t} \) = state and local government employment for the U.S. in year \( t \), as predicted by the REMI model
- \( E_{loc,t} \) = local government employment for the U.S. in year \( t \)

**State Models**

For a state model history, state government final demand is estimated by applying the state and local government final demand per state and local government employee in the U.S. to the BEA-reported state government employment in the state. An analogous approach is used for estimating local government final demand.

\[
FD_{st,t} = \left( FD_{stloc,t} / E_{stloc,t} \right) * E_{st,t}
\]

\[
FD_{loc,t} = \left( FD_{stloc,t} / E_{stloc,t} \right) * E_{loc,t}
\]

where,

- \( FD_{st,t} \) = state government final demand for the state in year \( t \)
- \( E_{st,t} \) = state government employment for the state in year \( t \), as reported by the BEA
- \( E_{stloc,t} \) = state and local government employment for the U.S. in year \( t \), as reported by the BEA
FD_{st,t} = state and local government final demand for the U.S. in year \( t \), as reported by the BEA
FD_{loc,t} = local government final demand for the state in year \( t \)
E_{loc,t} = local government employment for the state in year \( t \), as reported by the BEA

For a state model forecast, state government final demand is predicted based on the state government final demand spending per person in the state in the last history year, the change in the state and local government spending per person in the U.S. relative to the last history year, and the state’s current year population. An analogous approach is used for predicting local government final demand.

\[
FD_{sst,t} = \left( \frac{FD_{sst,T}}{N_{sT}} \right) \times \left( \frac{FD_{ustloc,t}}{Nut} \right) \times \left( \frac{FD_{ustloc,T}}{NuT} \right) \times N_{st}
\]
\[
FD_{sloc,t} = \left( \frac{FD_{sloc,T}}{N_{sT}} \right) \times \left( \frac{FD_{ustloc,t}}{Nut} \right) \times \left( \frac{FD_{ustloc,T}}{NuT} \right) \times N_{st}
\]

where

FD_{sst,T} = state government final demand for the state in the last history year, as estimated by the REMI model
NoT = total population for the state in the last history year, as reported by the BEA
Nut = total population for the U.S. in year \( t \), as predicted by the REMI model
NuT = total population for the U.S. in the last history year, as reported by the BEA
Nst = total population for the state in year \( t \), as predicted by the REMI model
FD_{sloc,T} = local government final demand for the state in the last history year, as estimated by the REMI model

State government employment is predicted by applying the state and local government employment per dollar of state and local government final demand in the U.S. to the predicted state government final demand in the state. An analogous approach is used for predicting local government employment.

\[
E_{sst,t} = \left( \frac{E_{ustloc,t}}{FD_{ustloc,t}} \right) \times FD_{sst,t}
\]
\[
E_{sloc,t} = \left( \frac{E_{ustloc,t}}{FD_{ustloc,t}} \right) \times FD_{sloc,t}
\]

County Models

For a county model history, state government final demand is estimated by applying the state government final demand per person in the state to the BEA reported total population in the local area.

\[
FD_{st,k,t} = \left( \frac{FD_{st,t}}{N_{st}} \right) \times N_{kt}
\]

where

FD_{st,t} = state government final demand for local area \( k \) in year \( t \)
N_{kt} = total population for local area \( k \) in year \( t \), as reported by the BEA

Local government final demand is estimated by applying the state and local government final demand per state and local government employee in the U.S. to the BEA-reported local government employment in the local area.

\[
FD_{loc,k,t} = \left( \frac{FD_{ustloc,t}}{E_{ustloc,t}} \right) \times E_{loc,t}
\]

where
\[ FD_{k,t} = \text{local government final demand for local area } k \text{ in year } t \]
\[ E_{k,t} = \text{local government employment for local area } k \text{ in year } t \text{, as reported by the BEA} \]

For a county model forecast, state government final demand is predicted based on the state government final demand spending per person in the state in the last history year, the change in the state and local government spending per person in the U.S. relative to the last history year, and the local area’s current year population.

\[
FD_{s,t} = (FD_{s,T} / N_{sT}) * ((FD_{ustloc,T} / Nut) / (FD_{ustloc,T} / NuT)) * N_{kt}
\]

Local government final demand is predicted based on the local government final demand spending per person in the local area in the last history year, the change in the state and local government spending per person in the U.S. relative to the last history year, and the local area’s current year population.

\[
FD_{loc,t} = (FD_{loc,T} / N_{kT}) * ((FD_{ustloc,T} / Nut) / (FD_{ustloc,T} / NuT)) * N_{kt}
\]

For a single-region model, state government employment is predicted based on the assumption that if the number of employees per dollar of final demand in the local area equals or exceeds the state average in the last history year, then the proportion of local demand supplied locally is set equal to one and the additional output is an export from that county. An example of this is a county where the state capital is located. Likewise, if the number of employees per dollar of final demand in the local area is less than the state average in the last history year, then the proportion of local demand supplied locally is less than one, leading to less local employment than the local demand for state services would, on its own, suggest.

\[
RPC_{s,t} = \left( \frac{FD_{sloc,T} / E_{sloc,T}}{FD_{s,t}} \right) / E_{s,t}
\]
\[
EXP_{s,t} = \left( \frac{E_{sloc,T} - (FD_{sloc,T} / FD_{sloc,T})}{} \right) / E_{s,t}
\]

If \( RPC < 1 \)
\[
E_{s,t} = \left( E_{sloc,T} / FD_{sloc,T} \right) * RPC_{s,T} * FD_{s,t}
\]

If \( RPC = 1 \)
\[
E_{s,t} = \left( E_{sloc,T} / FD_{sloc,T} \right) * FD_{s,t} + EXP_{s,t}
\]

where

\[
RPC_{s,T} = \text{proportion of the local demand that is supplied locally for local area } k \text{ in the last history year}
\]
\[
EXP_{s,t} = \text{amount of state government employment in local area } k \text{ based on demand from outside of local area } k
\]

For a multiregion model, state government employment is predicted based on the assumption that there is state government “trade” that flows between the regions. Some regions “export” state government employees (e.g. counties where a state capital is located) while other regions “import” state government employees.

\[
EXP^{MR}_{s,t} = \sum_{l}^{s} (k_{T} * IMP^{MR}_{lst})
\]

If all regions are in one state \( k_{T} = EXP^{MR}_{s,T} / \sum_{l}^{s} IMP^{MR}_{lst} \)

where \( l \in s \) and \( \sum_{l}^{s} IMP^{MR}_{lst} = \text{sum of imports for all counties in the state} \)

If a multi-county model when \( k \) and \( g \) are not in the same state \( k_{T} = 0 \)
If positive \[ \text{EXPMR}^{\text{st},T} = \left( \frac{\text{FD}_{\text{sstloc},T}}{\text{Es}_{\text{sstloc},T}} \right) \ast \text{Ek}^{\text{st},T} - \text{FD}^{\text{st},T} \]
If negative \[ \text{EXPMR}^{\text{st},T} = 0 \]
If positive \[ \text{IMPMR}^{\text{lst},T} = \left( \frac{\text{FD}_{\text{sstloc},T}}{\text{N}_{\text{lst}}^T} \right) \ast \text{N}_{\text{lst}}^T - \left( \frac{\text{FD}_{\text{sstloc},T}}{\text{Es}_{\text{sstloc},T}} \right) \ast \text{El}^{\text{lst},T} \]
If negative \[ \text{IMPMR}^{\text{lst},T} = 0 \]
If positive \[ \text{IMPMR}^{\text{lst},T} = \text{FD}^{\text{lst},T} - \left( \frac{\text{FD}_{\text{sstloc},T}}{\text{Es}_{\text{sstloc},T}} \right) \ast \left( \frac{\text{FD}_{\text{ustloc},T}}{\text{E}_{\text{ustloc},T}} \right) \ast \text{E}_{\text{lst},T} \]
If negative \[ \text{IMPMR}^{\text{lst},T} = 0 \]
If \( \text{RPC} < 1 \) \[ \text{Ek}^{\text{st},T} = \left( \frac{\text{Es}_{\text{sstloc},T}}{\text{FD}_{\text{sstloc},T}} \right) \ast \text{RPC}^{\text{st},T} \ast \text{FD}^{\text{st},T} \]
If \( \text{RPC} = 1 \) \[ \text{Ek}^{\text{st},T} = \left( \frac{\text{Es}_{\text{sstloc},T}}{\text{FD}_{\text{sstloc},T}} \right) \ast \text{FD}^{\text{st},T} + \left( \text{EXPMR}^{\text{st},T} \ast \left( \frac{\text{Es}_{\text{sstloc},T}}{\text{FD}_{\text{sstloc},T}} \right) \right) \]
where,

\[ \text{EXPMR}^{\text{st},T} = \text{amount of state government in local area } k \text{ attributable to demand in the other model regions, for time period } t \]
\[ k^{\text{st}} \text{T = state government “trade flow” coefficient for local area } k \text{ within a state } s, \text{ for the last history year} \]
\[ \text{IMPMR}^{\text{lst},T} = \text{amount of state government that local area } l (\text{where } l \in s) \text{ demands but is not able to supply, in time period } t \]

Local government employment is predicted by applying the state and local government employment per dollar of state and local government final demand in the U.S. to the predicted local government final demand in the local area.

\[ \text{Ek}^{\text{lst},T} = \left( \frac{\text{Es}_{\text{sstloc},T}}{\text{FD}_{\text{sstloc},T}} \right) \ast \text{FD}^{\text{lst},T} \]
Chapter 6: Predicted Revenue & Expenditure Effects

(updated June 2007)

REMI Policy Insight models with state configurations include the Fiscal (Bil 2006$) table, located on the Master list of the Results tab, to show changes to the fiscal module connected with a simulation. This table, when clicked open, lists State Revenues at State Average Rates and State Expenditures at State Average Rates. The major state government revenues and expenditures are broken out under each sub-category, the sums of which equal total revenues and total expenditures.

State Government Finances, by State, were obtained from the U.S. Census Bureau (Governments Division, Survey of State Government Finances) Web site. The two most recent years of fiscal year data (currently 2003-2004 and 2004-2005) were downloaded and averaged together to estimate calendar year information (currently 2004 for the fiscal module). State-specific average rates were then calculated for 12 major revenue categories and 15 major expenditure categories by dividing the state-specific revenues or expenditures by an appropriate base (base data comes from the REMI historical database for each individual state). All of the revenue, expenditure, and base data were converted to billions of nominal dollars prior to calculating the rates. The bases calibrated to state data are then used as growth factors.

Revenue and expenditure estimates by region are calculated within Policy Insight by simply multiplying the state-specific revenue or expenditure rate by the appropriate local base data. If a model region is comprised of counties from more than one state, then the state-specific rates are averaged together using GRP as the weight. All of the revenue and expenditure estimates are converted to billions of 2006 dollars prior to displaying on the Results tab. Historical revenue and expenditure estimates are not provided.

<table>
<thead>
<tr>
<th>Revenue Type</th>
<th>State Base (Growth Factor)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intergovernmental</td>
<td>National Federal civilian spending per capita times state-level population.</td>
</tr>
<tr>
<td>General Sales Tax</td>
<td>State-level demand for selected industries.</td>
</tr>
<tr>
<td>Selective Sales Tax</td>
<td>State-level demand for selected industries.</td>
</tr>
<tr>
<td>License Taxes</td>
<td>State-level demand for selected industries.</td>
</tr>
<tr>
<td>Individual Income Tax</td>
<td>State-level personal income less transfer payments.</td>
</tr>
<tr>
<td>Corporate Income Tax</td>
<td>State-level profits across all industries (capital share of value added times value added).</td>
</tr>
<tr>
<td>Other Taxes</td>
<td>State-level personal income.</td>
</tr>
<tr>
<td>Current Charges</td>
<td>State-level personal income</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>State-level personal income</td>
</tr>
<tr>
<td>General Revenue</td>
<td>State-level personal income</td>
</tr>
<tr>
<td>Utility Revenue</td>
<td>State-level personal income</td>
</tr>
<tr>
<td>Liquor Store Revenue</td>
<td>State-level personal income</td>
</tr>
<tr>
<td>Insurance Trust</td>
<td>State-level personal income</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Expenditure Type</th>
<th>State Base (Growth Factor)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Public Welfare</td>
<td>Dependent population relative to the U.S. times state-level state government spending.</td>
</tr>
<tr>
<td>Hospitals</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Health</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Highways</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Police Protection</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Correction</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Natural Resources</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Parks and Recreation</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Government Administration</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Interest on General Debt</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Other and Unallocable</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Utility Expenditure</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Liquor Store Expenditure</td>
<td>State-level state government spending.</td>
</tr>
<tr>
<td>Insurance Trust</td>
<td>Dependent population relative to the U.S. times state-level state government spending.</td>
</tr>
</tbody>
</table>
Chapter 7: Using the Fiscal Module in REMI Policy Insight

Introduction

This chapter provides a conceptual framework, along with a step-by-step procedure, for using the fiscal module in Policy Insight. REMI developed the fiscal module as a convenient tool for tabulating the fiscal impacts of policies being simulated in the economic model. To use the fiscal module properly, you must understand how to calibrate the baseline forecast to reflect actual budgeted revenue and expenditure levels, and how to ensure that the forecasted fiscal results capture all of the policy’s impacts (including direct and indirect effects). This chapter presents the current approach to obtaining fiscal results that complement the model’s economic outputs. Please note that the fiscal module is only available in models that include at least one entire state.

Theory and Methodology

Policy Insight essentially consists of two sequential components: an economic engine that produces simulations of economic and demographic effects, and a fiscal module that runs subsequent to the simulation for bookkeeping purposes. To understand the full economic and fiscal impacts of a proposed policy change, analysts must use both components. For example, to simulate an increase in the equipment tax, analysts must first capture the economic shock through changes to economic policy variables—specifically, an increased equipment tax rate and increased government spending (if any) due to the incremental tax revenues. The simulation then measures the indirect and induced effects produced by the initial economic shock. Following the economic simulation, the impact on tax revenues is factored into the fiscal module to capture the expected static change in baseline receipts for the relevant tax category. Next, the increased government spending (if any) facilitated by the additional revenue is entered into fiscal-module expenditures, broken down by spending category. Both these stages may require calibration to ensure that fiscal results in Policy Insight match the user’s projections.

In Policy Insight, “economic” government spending (the policy variable) and “fiscal” government expenditures are defined differently. The government-spending policy variable is designed to capture only those governmental outlays that contribute directly to gross regional product (GRP). By contrast, government spending oriented toward non-productive ends (such as debt service and the redistribution of income) count as budget entries in the fiscal module, but should not be factored into the government-spending economic policy variable. Because of this disparity, quantities entered into the government-spending policy variable and fiscal expenditures may be different.

Baseline Calibration

Before beginning the simulation process, you should calibrate Policy Insight’s baseline fiscal revenues and expenditures in the initial forecast year so that the values are consistent with available actual calendar-year tax receipts and line-item budget data. REMI derives its fiscal segment ratios from Census Bureau data, based on a census of governments conducted at five-year intervals, and an annual survey for the intervening years. REMI averaged census data from the most recent two fiscal years to create calendar-year ratios, which were applied to the historical data from the model’s last history year. Because of the data publication lag, the tax activity of legislatures, and the more frequent release of such information within certain political jurisdictions (state, etc.), Policy Insight must be recalibrated to reflect current state data. This fiscal variable calibration
process is external to the model; it only affects bookkeeping of fiscal revenues and expenditures, leaving REMI policy variables unchanged. For this reason, you must calibrate the fiscal module only after entering and running all other control forecast adjustments.

First, open the standard regional control (or the adjusted regional control if a new benchmark has been created) and switch to the Results tab. Scroll down to the bottom of the results list to examine the two Fiscal tables (which consist of state revenues and expenditures by category) to determine the existence and magnitude of any discrepancies in the initial year between the model’s data and the user’s information. The simplest method is to copy the first-year figures into a spreadsheet and calculate percentage differences between model and user data for each revenue or expenditure category from your own static projections. The table below lists the fiscal variables in which discrepancies may arise.

<table>
<thead>
<tr>
<th>Revenue Fiscal Variables</th>
<th>Expenditure Fiscal Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intergovernmental</td>
<td>Education</td>
</tr>
<tr>
<td>General Sales Tax</td>
<td>Public Welfare</td>
</tr>
<tr>
<td>Selective Sales Tax</td>
<td>Hospitals</td>
</tr>
<tr>
<td>License Taxes</td>
<td>Health</td>
</tr>
<tr>
<td>Individual Income Tax</td>
<td>Highways</td>
</tr>
<tr>
<td>Corporate Income Tax</td>
<td>Police Protection</td>
</tr>
<tr>
<td>Other Taxes</td>
<td>Correction</td>
</tr>
<tr>
<td>Current Charges</td>
<td>Natural Resources</td>
</tr>
<tr>
<td>Miscellaneous General Revenue</td>
<td>Parks and Recreation</td>
</tr>
<tr>
<td>Utility Revenue</td>
<td>Government Administration</td>
</tr>
<tr>
<td>Liquor Store Revenue</td>
<td>Interest on General Debt</td>
</tr>
<tr>
<td>Insurance Trust Revenue</td>
<td>Other and Unallocable</td>
</tr>
<tr>
<td></td>
<td>Utility Expenditure</td>
</tr>
<tr>
<td></td>
<td>Liquor Store Expenditure</td>
</tr>
<tr>
<td></td>
<td>Insurance Trust Expenditure</td>
</tr>
</tbody>
</table>

You should first convert your data to 2006 constant dollars to be consistent with the units of the fiscal module information. You may also need to transform fiscal-year data into the calendar-year data used by REMI, which can be accomplished by summing two consecutive fiscal years’ values and dividing the result by two.

Next, create a new Regional Control using the File menu. If you want to use an adjusted regional control as the base, then open the adjusted regional control and edit that. Go to the Policy Variable Selection tab and select fiscal variables from the Fiscal Calibration category for each revenue/expenditure category for which a discrepancy exists. In the Policy Variable Values tab, enter the computed percentage deviations into the corresponding variables for all years of the forecast, by pasting values from the spreadsheet. To enter fiscal calibration changes for input units set to Proportion, calculate fiscal inputs as user values minus REMI values, divided by REMI values. To enter fiscal calibration changes for input units set to Percent (default input units), calculate fiscal inputs as the user values minus REMI values, divided by REMI values, then multiplied by 100 to generate input changes as percentages. If the user value for a fiscal category exceeds the
corresponding REMI value, then input the fiscal variable adjustment as positive; if the user value is less than
the REMI value, input the adjustment as negative.

The adjustment must be applied to all years equally in percentage terms, since fiscal forecasts build off their
respective base years, which diverged by a known percentage. For example, if state general sales tax revenues
are low by 3.5% in the first year, enter 3.5% into all years for the State/General Sales Tax fiscal calibration
policy variable. You may also calculate fiscal adjustment inputs for more than one forecast calendar year, if
you have two years of historical data beyond those contained in Policy Insight. In that case, to apply an
adjustment through the last forecast year, you must either average the calendar years for which you have
calculated input adjustments, or decide which year’s adjustment is the best candidate to apply through the last
forecast year. Once this percentage adjustment has been implemented, any future movement in the revised
fiscal forecast represents indirect effects of endogenous processes in the economic model, such as population
shifts.

Running Simulations
In developing simulations, the most suitable policy variables for analyzing effects depend on the nature of the
policy change being evaluated. To model a tax policy, you may be able to use a tax rate policy variable such as
the Equipment Tax Rate or Corporate Profit Tax Rate. In cases where these variables are not suitable for the
analysis, you must “disguise” the effect of the tax as an economic concept before incorporating it in the
economic model. For example, an increased property tax rate would be entered as an increase in housing
prices based on a static tax amount calculated as some percentage multiplied by the residential capital stock.
An increased tax on a particular type of capital equipment might be entered as either an increased cost of
capital or an increased cost of production for the sectors that utilize that equipment. An increase in a sales
tax on a consumer commodity might be entered either as a point change in the sales tax or as a static change
(after allowing for price elasticity effects on quantity demanded of the commodity) in the tax amount to be
collected.

When applying fiscal variables to simulations, insert fiscal variable entries to track tax-related or
government spending-related policy variable entries starting from the calendar year in which the fiscal shock
occurs in the policy simulation. Then, carry the policy variable and fiscal variable entries for the tax or
spending shock in the simulation through the last forecast year, or through the sunset year of the shock,
whichever is sooner.

In the simulation mode, when using fiscal variables as well as economic policy variables, only one model
run is required to properly process the policy variables together with the fiscal variables. However, when
creating the simulation, remember in the Forecast Selection Tab to specify the new control file containing the
adjusted baseline fiscal data.

Example
For the example of an equipment tax hike, there are three direct effects we must incorporate into the model.
In the economic model, we need to address both the higher equipment tax and the increased governmental
spending (if any) that draws from the incremental equipment tax revenues. The third effect involves the post-
simulation fiscal balance, which we must restore by adjustments to government tax revenues and
expenditures.
First, for the industrial and commercial sectors, if the tax applies to the full spectrum of equipment, we can model the tax hike using the Equipment Tax Rate policy variable. Increasing this rate will translate into a higher cost of capital and induce substitution away from capital, thereby increasing labor intensities of production.

Second, if the tax is being increased to fund net new spending, we can allocate the increase in government spending to different economic sectors if the funds are earmarked for a specific purpose. If the tax is being increased to cover an operating deficit and thereby merely maintain existing spending, then no spending variables are involved. For example, if incremental tax revenues will be spent on transportation or education, then we can shock the corresponding policy variables. Alternatively, if the government plans on redistributing the income, the analyst could manipulate policy variables involving transfer payments to individuals. In the absence of such specific information, the increase may simply be entered into the “Government Spending-State” policy variable, which allocates those monies primarily to government payroll and to construction. Remember, however, that the expenditure amount and allocation entered into the fiscal module will likely vary from the policy variable amount, because of their different compositions.

Finally, after running the economic simulation, the analyst should input tax revenues (based on static projections) and expenditures into the fiscal tracking module. Model the additional equipment tax revenue as receipts under the most suitable tax category (such as “State General Sales Tax Revenue”), and allocate the associated expenditures across categories (such as education and health) based on either general priorities or specifically known earmarkings of the incremental funds. A second round of calibration (as described above) may be required to align the initial-year forecasts of revenues and expenditures with the user’s static projections. Once these percentage adjustments are entered across the full forecast period, remaining differences relative to the static forecast must reflect indirect effects stemming from predicted economic and demographic dynamics.
Chapter 8: Decomposing Policy Effects On Employment, Wages, And Prices By Income Groups
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A table entitled “Percentage Changes from Control Forecast by Quintiles” is generated for evaluating the economic impacts of policies on different compensation and income groups. This documentation discusses the industry and occupation classifications, the economic background, and the operation of this procedure.

Industrial Classification

Annual average U.S. compensation rates for 66 private non-farm sectors are obtained for 2005 from the BEA employment and compensation series. The compensation rates are ranked in ascending order and then divided into five equal groups. The ranges of annual average compensation rates for the five industry groups are listed below:

<table>
<thead>
<tr>
<th>Group</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (First 20%)</td>
<td>$6,799 – $24,701</td>
</tr>
<tr>
<td>2 (Second 20%)</td>
<td>$27,233 - $42,835</td>
</tr>
<tr>
<td>3 (Third 20%)</td>
<td>$44,194 - $53,840</td>
</tr>
<tr>
<td>4 (Fourth 20%)</td>
<td>$55,674 - $68,643</td>
</tr>
<tr>
<td>5 (Fifth 20%)</td>
<td>$69,373 - $118,718</td>
</tr>
</tbody>
</table>

Occupational Classification

Median weekly U.S. wage rates for 94 occupations are obtained from the 2005 BLS Employment and Earnings. The wage rates are ranked in ascending order, and then divided into five groups. The ranges of occupational wage rates are listed below:

<table>
<thead>
<tr>
<th>Group</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (First 20%)</td>
<td>$336 - $456</td>
</tr>
<tr>
<td>2 (Second 20%)</td>
<td>$466 - $585</td>
</tr>
<tr>
<td>3 (Third 20%)</td>
<td>$604 - $734</td>
</tr>
<tr>
<td>4 (Fourth 20%)</td>
<td>$740 - $890</td>
</tr>
<tr>
<td>5 (Fifth 20%)</td>
<td>$920 - $1834</td>
</tr>
</tbody>
</table>

Personal Expenditure Classification

Average annual expenditures for consumers by quintiles or by ranges of income are obtained from the 2005 BLS Consumer Expenditure Survey. The eight income ranges are as follows:

<table>
<thead>
<tr>
<th>Group</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt;$5,000</td>
</tr>
<tr>
<td>2</td>
<td>$5,000-$9,999</td>
</tr>
<tr>
<td>3</td>
<td>$10,000-$14,999</td>
</tr>
<tr>
<td>4</td>
<td>$15,000-$19,999</td>
</tr>
<tr>
<td>5</td>
<td>$20,000-$29,999</td>
</tr>
<tr>
<td>6</td>
<td>$30,000-$39,999</td>
</tr>
<tr>
<td>7</td>
<td>$40,000-$49,999</td>
</tr>
<tr>
<td>8</td>
<td>$50,000+</td>
</tr>
</tbody>
</table>

Economic Background

The percentage changes from control forecasts for industrial and occupational compensation rates and employment are reported on the table. Note that the simulation (alternative) forecast must be generated before running the software. For each item, the percentage change is calculated as follows:
Industrial employment:

\[
\Delta E_i = \left( \frac{\sum_{jd} E_{ja} / \sum_{jd} E_{jc}}{\sum_{jd} E_{ja} / \sum_{jd} E_{jc} - 1} \right) \times 100
\]

\( j = 1, \ldots, 66 \)
\( I = 1, \ldots, 5 \)

where \( \Delta E_i \) is percentage change of employment for industry group \( I \), and \( E_{ja} \) and \( E_{jc} \) are employment for industry \( j \) (in group \( I \)) from a (alternative) and c (control) forecasts.

Industrial compensation:

\[
\Delta WSD_i = \left( \frac{\sum_{jd} WSD_{ja} / \sum_{jd} WSD_{jc}}{\sum_{jd} WSD_{ja} / \sum_{jd} WSD_{jc} - 1} \right) \times 100
\]

\( j = 1, \ldots, 66 \)
\( I = 1, \ldots, 5 \)

where \( \Delta WSD_i \) is percentage change of compensation for industry group \( I \).

Industrial compensation rate:

\[
\Delta w_i = \left( \frac{\sum_{jd} WSD_{ja} / \sum_{jd} E_{ja}}{\sum_{jd} WSD_{jc} / \sum_{jd} E_{jc} - 1} \right) \times 100
\]

\( j = 1, \ldots, 66 \)
\( I = 1, \ldots, 5 \)

where \( \Delta w_i \) is percentage change of compensation rate for industry group \( I \).

Occupational employment:

\[
\Delta OE_i = \left( \frac{\sum_{jd} OE_{ja} / \sum_{jd} OE_{jc}}{\sum_{jd} OE_{ja} / \sum_{jd} OE_{jc} - 1} \right) \times 100
\]

\( j = 1, \ldots, 94 \)
\( I = 1, \ldots, 5 \)

where \( \Delta OE_i \) is percentage change of employment for occupation group \( I \), and \( OE_{ja} \) and \( OE_{jc} \) are employment for occupation \( j \) (in group \( I \)) from a (alternative) and c (control) forecasts.

Occupational wage bill:

\[
\Delta OWSD_i = \left( \frac{\sum_{jd} OWSD_{ja} / \sum_{jd} OWSD_{jc}}{\sum_{jd} OWSD_{ja} / \sum_{jd} OWSD_{jc} - 1} \right) \times 100
\]

\( j = 1, \ldots, 94 \)
\( I = 1, \ldots, 5 \)

Where \( \Delta WSD_i \) is percentage change of wage bill for occupation group \( I \). The REMI model does not predict the occupational wage bill directly, but the change in occupational wage rate (i.e.
\[ A_{j,t+1} = \frac{ow_{j,t+1}}{ow_{j,t}} \text{, where } ow_{j,t} \text{ is wage rate for occupation } j \text{ at year } t. \] In order to obtain \( OWSD \), we apply

\[ ow_{j,T+1} = ow_{j,T}^{us} \times (A_{j,T+1} + 1) \]

and

\[ ow_{j,T+k+1} = ow_{j,T+k} \times (A_{j,T+k+1} + 1) \]

for \( k > 0 \)

where the subscript \( T \) denotes the last history year, and the superscript \( us \) represents the U.S. Then,

\[ OWSD_j = OE_j \text{How}_j \]

**Occupational wage rate:**

\[
\Delta ow_j = \left[ \frac{\sum_{jd} OWSD_j^a / \sum_{jd} OE_j^a}{\sum_{jd} OWSD_j^c / \sum_{jd} OE_j^c} - 1 \right] \times 100
\]

\[ j = 1, \ldots, 94 \]

\[ I = 1, \ldots, 5 \]

where \( \Delta ow_j \) is percentage change of wage rate for occupational group \( I \).

In addition, the personal consumer expenditure (PCE) price deflator (PCE-Price Index) is reported by quintiles or by levels of income. Spending patterns by income are obtained from the 2005 BLS Consumer Expenditure Survey. For each income group, the percentage of spending on 13 major PCE items is multiplied by the corresponding coefficients in the PCE matrix to obtain five vectors, which are the weights \( wght_{j,s} \) for 66 industries. Therefore, the PCE-Price Index for each income group can be calculated as follows:

\[
\Delta CPI_I = \sum_{j=1}^{66} SP_j \times wghts_{j,I}
\]

\[ I = 1, \ldots, \text{NUM} \]
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Introduction

Consumers are the king, queen, and court of the U.S. economy. Over 70% of national economic activity depends on the consumer. At the regional level, consumption patterns differ widely by city and state.

For policy analysis, consumption matters for a broad range of issues. Consumption issues are central to the formulation of policies concerning sales, property, and fuel taxes, and to the provision of environmental and energy efficiency incentives. Economic development is increasingly geared toward the expenditures of local residents, particularly in services such as housing and medical care.

This paper (Treyz et al) describes the new REMI consumption equation, for REMI Policy Insight Version 9.5. This equation replaces the earlier formulation of Treyz and Petraglia (2001) that we used in Versions 9.0 and preceding versions. Treyz et al encompasses all aspects of the earlier equations, and is updated and improved in several important ways. The significant improvement in the new equation is to link each consumption category to changes in population by age group. The 9.5 equation also uses data from more recent and comprehensive data sets and more accurately calibrates to the last history year for each U.S. county. We have also re-estimated income and price elasticities using recent U.S. data series’ and updated consumption categories.

Part I discusses demographic and regional influences, and presents basic consumption data. Part II describes the Version 9.5 model equations, and Part III shows the calibration and estimation results. Part IV shows example policy simulations in REMI Policy Insight, focusing on consumption responses. The Appendix compares the Version 9.5 equation to the Version 9.0 equation, including a comparison of simulation results.
I. Demographic and Regional Influences

Individual consumption of individual consumer goods or services is influenced by a variety of factors. These include the price and availability of consumer items, income levels, the age group of the consumer and differences in tastes in different parts of the country. This section describes the basic survey data that we use in our consumption estimates.

Consumption differs by age group, shown in Table 1. For example, consumers between the ages of 35-44 spend more than twice as much on vehicles and parts as those under 25, and almost four times as much on this category as those over 75. Consumers in the 75 and over category, however, spend quite a bit more on medical care and slightly more on fuel oil than any other group. The lower half of Table 1 shows more detailed consumer expenditure categories. In this, individuals under 25 report spending more on education than any other group.

Table 1: Classification of expenditures by age group for REMI 13 consumption components, for New Methodology*

<table>
<thead>
<tr>
<th>Category</th>
<th>2004 U.S. Average Annual Expenditures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All Consumer Units</td>
</tr>
<tr>
<td>1 Vehicles &amp; Parts</td>
<td>3397</td>
</tr>
<tr>
<td>2 Computers &amp; Furniture</td>
<td>1647</td>
</tr>
<tr>
<td>3 Other Durables</td>
<td>690</td>
</tr>
<tr>
<td>4 Food &amp; Beverages</td>
<td>6240</td>
</tr>
<tr>
<td>5 Clothing &amp; Shoes</td>
<td>1816</td>
</tr>
<tr>
<td>6 Gasoline &amp; Oil</td>
<td>1598</td>
</tr>
<tr>
<td>7 Fuel Oil &amp; Coal</td>
<td>121</td>
</tr>
<tr>
<td>8 Other Non-Durables</td>
<td>1012</td>
</tr>
<tr>
<td>9 Housing</td>
<td>7998</td>
</tr>
<tr>
<td>10 Household Operation</td>
<td>3558</td>
</tr>
<tr>
<td>11 Transportation</td>
<td>2806</td>
</tr>
<tr>
<td>12 Medical Care</td>
<td>2574</td>
</tr>
<tr>
<td>13 Other Services</td>
<td>3704</td>
</tr>
</tbody>
</table>

*Note: The table continues with more detailed categories for education, personal care products and services, entertainment, and various transportation expenses.
| 9 Housing | 7998 | 4901 | 8729 | 9856 | 9313 | 7883 | 5784 | 4886 |
| 8 Other Non-Durables | 1012 | 540 | 876 | 1150 | 1280 | 1135 | 924 | 678 |
| Housing supplies | 594 | 253 | 499 | 677 | 756 | 657 | 569 | 445 |
| Reading | 130 | 51 | 94 | 123 | 149 | 177 | 158 | 135 |
| Tobacco products & smoke | 288 | 236 | 283 | 350 | 375 | 301 | 197 | 98 |
| 10 Household operation | 3558 | 1655 | 3451 | 4197 | 3956 | 3706 | 3240 | 2985 |
| Natural gas | 424 | 135 | 366 | 474 | 473 | 477 | 478 | 406 |
| Electricity | 1064 | 507 | 957 | 1211 | 1231 | 1177 | 1072 | 845 |
| Telephone | 990 | 642 | 1028 | 1145 | 1178 | 1040 | 815 | 579 |
| Water & other public sv | 327 | 101 | 275 | 375 | 381 | 367 | 353 | 294 |
| Other household operating | 753 | 270 | 915 | 992 | 693 | 645 | 522 | 861 |


Table 2 shows the information from Table 1, converted into a proportion of spending by each consumer group. For example, the age group 45-54 consumes 127% of the average on transportation. Table 2B shows the population proportion in selected states. In Florida, for example, more than 17% of the population is age 65 or over, compared to 8.6% for Utah that has a relatively young population.

### Table 2. The ratio from Table 1 of the spending by each group to the average expenditure, divided by all consumer units

<table>
<thead>
<tr>
<th>Under 25</th>
<th>25-34</th>
<th>35-44</th>
<th>45-54</th>
<th>55-64</th>
<th>65-74</th>
<th>75+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>0.60</td>
<td>1.19</td>
<td>1.23</td>
<td>1.12</td>
<td>1.06</td>
<td>0.83</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>0.49</td>
<td>0.94</td>
<td>1.19</td>
<td>1.21</td>
<td>1.17</td>
<td>0.85</td>
</tr>
<tr>
<td>Other Durables</td>
<td>0.53</td>
<td>0.87</td>
<td>1.14</td>
<td>1.26</td>
<td>1.12</td>
<td>0.91</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>0.68</td>
<td>1.00</td>
<td>1.17</td>
<td>1.21</td>
<td>1.02</td>
<td>0.83</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>0.76</td>
<td>1.18</td>
<td>1.18</td>
<td>1.22</td>
<td>1.03</td>
<td>0.66</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>0.71</td>
<td>1.05</td>
<td>1.17</td>
<td>1.24</td>
<td>1.04</td>
<td>0.79</td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>0.23</td>
<td>0.50</td>
<td>0.86</td>
<td>1.24</td>
<td>1.33</td>
<td>1.35</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>0.53</td>
<td>0.87</td>
<td>1.14</td>
<td>1.26</td>
<td>1.12</td>
<td>0.91</td>
</tr>
<tr>
<td>Housing</td>
<td>0.61</td>
<td>1.09</td>
<td>1.23</td>
<td>1.16</td>
<td>0.99</td>
<td>0.72</td>
</tr>
<tr>
<td>Household Operation</td>
<td>0.47</td>
<td>1.00</td>
<td>1.18</td>
<td>1.11</td>
<td>1.04</td>
<td>0.91</td>
</tr>
<tr>
<td>Transportation</td>
<td>0.55</td>
<td>0.99</td>
<td>1.11</td>
<td>1.27</td>
<td>1.12</td>
<td>0.86</td>
</tr>
<tr>
<td>Medical Care</td>
<td>0.25</td>
<td>0.59</td>
<td>0.88</td>
<td>1.05</td>
<td>1.27</td>
<td>1.48</td>
</tr>
<tr>
<td>Other Services</td>
<td>0.90</td>
<td>0.92</td>
<td>1.07</td>
<td>1.34</td>
<td>1.12</td>
<td>0.74</td>
</tr>
</tbody>
</table>

### Table 2B. Population Proportion in Selected States

| Population*, 2004 – Proportions by the U.S. and Nine States (example) |
|-------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 20-24 | 25-34 | 35-44 | 45-54 | 55-64 | 65-74 | 75+ | 20+ |
| U.S. | 7.1% | 13.5% | 15.0% | 14.2% | 9.9% | 6.3% | 6.1% | 72.1% |
| FL | 6.2% | 12.0% | 14.5% | 14.0% | 11.3% | 8.5% | 8.7% | 75.3% |
| TX | 7.7% | 14.7% | 14.8% | 13.3% | 8.8% | 5.3% | 4.6% | 69.2% |
| CA | 7.4% | 14.5% | 15.4% | 13.6% | 9.0% | 5.5% | 5.2% | 70.6% |
| AZ | 7.1% | 13.8% | 14.0% | 13.0% | 10.0% | 6.9% | 6.1% | 70.9% |
| GA | 7.4% | 15.0% | 15.8% | 13.7% | 9.3% | 5.3% | 4.3% | 70.7% |
| UT | 8.8% | 15.8% | 12.5% | 11.4% | 7.3% | 4.5% | 4.1% | 64.3% |
| MA | 6.6% | 13.2% | 16.0% | 14.6% | 10.1% | 6.3% | 6.9% | 73.8% |
| MI | 6.9% | 13.2% | 15.0% | 14.7% | 10.0% | 6.1% | 6.0% | 72.0% |
| MN | 7.5% | 13.3% | 15.4% | 14.7% | 9.5% | 5.8% | 6.1% | 72.1% |

*Population data from U.S. Census Bureau.
Table 3 shows 2004 survey data on consumption in the four major regions of the U.S. The relative expenditures for the Northeast, Midwest, South, and West show large differences among these regions for 13 consumption goods and services. For example, families in the Northeast spend 94% of the average U.S. expenditures on Vehicles and Parts, while families in the West spend 117% of the national average in the same category. In the fuel, oil, and coal category, the Northeast spends 266% while the West spends 39.7% of the U.S. average.

### Table 3: Average Expenditures as a % of National Expenditures

<table>
<thead>
<tr>
<th>Category</th>
<th>Northeast</th>
<th>Midwest</th>
<th>South</th>
<th>West</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>94.1%</td>
<td>97.6%</td>
<td>94.1%</td>
<td>117.1%</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>99.0%</td>
<td>107.8%</td>
<td>86.9%</td>
<td>113.6%</td>
</tr>
<tr>
<td>Other Durables</td>
<td>110.1%</td>
<td>115.5%</td>
<td>74.2%</td>
<td>117.2%</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>112.1%</td>
<td>96.5%</td>
<td>90.8%</td>
<td>108.3%</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>119.8%</td>
<td>92.1%</td>
<td>90.5%</td>
<td>106.6%</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>86.7%</td>
<td>101.4%</td>
<td>100.0%</td>
<td>109.8%</td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>266.1%</td>
<td>86.8%</td>
<td>57.0%</td>
<td>39.7%</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>101.5%</td>
<td>113.7%</td>
<td>92.7%</td>
<td>96.7%</td>
</tr>
<tr>
<td>Housing</td>
<td>120.4%</td>
<td>91.8%</td>
<td>82.8%</td>
<td>118.9%</td>
</tr>
<tr>
<td>Household Operation</td>
<td>100.3%</td>
<td>100.0%</td>
<td>100.6%</td>
<td>98.8%</td>
</tr>
<tr>
<td>Transportation</td>
<td>108.3%</td>
<td>98.9%</td>
<td>87.0%</td>
<td>115.1%</td>
</tr>
<tr>
<td>Medical Care</td>
<td>92.1%</td>
<td>111.1%</td>
<td>97.4%</td>
<td>99.5%</td>
</tr>
<tr>
<td>Other Services</td>
<td>102.6%</td>
<td>99.9%</td>
<td>89.3%</td>
<td>115.4%</td>
</tr>
</tbody>
</table>

II. The Consumption Equation

The consumption equation predicts consumption for commodity \( j \) for time period \( t \) in region \( k \) \( (C_{j,t}^k) \). The difference between consumption in a region and that for the nation as a whole is expressed in terms of regional differences. Thus, we begin with national consumption, \( (C_{j,t}^\mu) \). National consumption is forecasted exogenously, and drives regional consumption.

Regional consumption is then described as national consumption weighted by regional factors normalized to one. The equation is shown in simplified form as:

\[
C_{j,t}^k = 1 \times [\text{calibration effect}] \times 2 \times [\text{age composition effect}] \times 3 \times [\text{major region effect}] \times 4 \times [\text{regional income effect}] \times 5 \times [\text{regional relative price effect}] \times 6 \times [\text{regional population effect}] \times 7 \times [\text{U.S. consumption}]
\]

Looking at the equation as a whole, effects [1] – [6] are regional effects relative to the U.S. Factors [1] to [6], respectively, show relative effects above or below the U.S. relating to calibration, age composition, major region differences, marginal income, marginal prices, and regional population. Each factor adjusts U.S. Consumption \( (C_{j,t}^\mu) \) based on regional proportions. For a region that is, on average, identical to the U.S., the product of [1] to [5] is unity. Then, the regional share of consumption for a typical region is equal to its population share [6],

\[
\frac{N^k_t}{N^\mu_t}
\]

which we call the regional population effect.

We further describe effects [1] – [5] and summarize the complete equation at the end of this section.

The calibration effect is given by

\[
(1) \quad \left( \frac{YD^k_{t\mu}}{N^k_{t\mu}} \right) / \left( \frac{YD^\mu_{t}}{N^\mu_{t}} \right) \quad [\text{calibration effect}]
\]

The calibration factor is built up using county-level data for all counties in the U.S. Thus, this factor allows us to construct models using a spatially disaggregate database.
Also, we added this adjustment to the Treyz and Petraglia equation in the 2002 economic geography version of REMI Policy Insight. The new economic geography method develops key relationships, including trade flows, using county-level data. We calculate these relationships using basic data concepts such as nominal disposable income, and for computational reasons we do not calculate the economic geography database using derived concepts such as real disposable income. Thus, the calibration factor adjusts the consumption equation to normalize relative regional disposable income ($YD_k$) in the base year $T$.

We calculate the relative effect of population distribution in personal consumption using the age composition effect. This is effect is shown by,

$$\ell = \sum_1^7 \left( \frac{\%DG_i^k \times PC_{i,j}}{\sum_1^7 \%DG_i^k \times PC_{i,j}} \right)$$

Where $\%DG$ is the percentage of population in each demographic group and $(PC_{i,j}^u)$ is the U.S. propensity to consume for each consumption category. The differences in the propensity to consume by age group $(PC_{i,j}^u)$ are determined by the average U.S. expenditure by age group ($l$) on item ($j$) relative to the average expenditure of all age groups on item ($j$) in the U.S. Thus, the U.S. propensity to consume for different commodities by age group is weighted by the local age composition. (See Table 2 above).

Next, we proceed to incorporate the use of survey data that show the average spending for each consumption commodity for the four major parts of the country. The major region effect is shown as

$$\begin{bmatrix}
\frac{C_{i,j}^R \text{ 2004}}{C_{i,j}^F \text{ 2004}} \\
\text{Age Comp Effect (2)}
\end{bmatrix}$$

Consumption is adjusted to reflect regional differences for the four major regions of the U.S. ($C_i^R$). The major region effect shows the difference in consumption patterns, after adjusting for regional demographic composition. Thus, we divide by the Age Comp Effect (2). This regional effect replaced the fixed effect in the previous consumption equation, estimated by an econometric estimate for each of the limited number of metro area data. These were also used for other areas and states based on these locations. An advantage of adjusting the intercept by (2) is that we use the calculated Age Composition Effect for each county in the base year. Thus we can predict the consumption change in the future due to the population change.
In the Treyz et al version, we use a survey-based structural approach in contrast to the earlier econometric approach based on limited data from select metropolitan areas.

The regional income (4) and price effects (5) for each local region depend on elasticities that are estimated econometrically. In order to estimate the income \((\beta_j)\) and price \((\gamma_j)\) elasticities, the new equation is based on a national time series from 1995 to 2006 and derived from U.S. aggregate data. The procedure for making these estimates is reported after Table 8. The regional income effect,

\[
\left[ \frac{\frac{\text{RYD}^j}{N^j_T}}{\frac{\text{RYD}^n}{N^n_T}} \right]^{\beta_j}
\]  
[regional income effect]

shows the change in consumption caused by changes in real disposable income (RYD) per capita. This concept is divided by the same concept in the nation and normalized to the base year \(T\) to show consumption changes relative to the U.S. for the forecast years. The region-specific marginal price effect is given by

\[
\left[ \frac{\frac{P^j_{T,t}}{P^n_{T,t}}}{\frac{P^j_{T,t}}{P^n_{T,t}}} \right]^{\gamma_j}
\]  
[regional relative price effect]

Where \((P^j_{T,t})\) is the price of commodity \((j)\) and \((\gamma_j)\) is the respective price elasticity.

The Regional Population Effect,

\[
\left( \frac{N^k_T}{N^\mu_T} \right)
\]  
[regional population effect]

drives regional consumption with U.S. consumption per capita. The national consumption effect,

\[
C^\mu_{j,T}
\]  
[U.S. consumption]
changes consumption by the population increase of a region, and the endogenous effects of real disposable income per person as well as price changes in the region.
III. Calibration and Estimation

This section presents the calibration and estimation of the Version 9.5 consumption equation. We start by summarizing the complete consumption equation:

\[
C_{j,t} = \left[ \frac{Y_{j,t}}{N_{j,t}} \right] \left[ \sum \frac{\%DG_{j}^{1} \cdot PC_{j,t}^{1} \cdot \eta}{\sum \%DG_{j}^{1} \cdot PC_{j,t}^{1}} \right] \left[ \frac{C_{j,t}^{2004}}{C_{j,t}^{2004}} \right] \left[ \frac{\text{Age Comp Effect}(2)}{\text{Age Comp Effect}(2)} \right] \left[ \frac{\text{Regional Income Effect}}{\text{Regional Income Effect}} \right] \left[ \frac{\text{Regional Relative Price Effect}}{\text{Regional Relative Price Effect}} \right] \left[ \frac{\text{Regional Population Effect}}{\text{Regional Population Effect}} \right] \left[ \frac{\text{Regional Consumption Effect}}{\text{Regional Consumption Effect}} \right]
\]

The regional income effect [4] and regional relative price effect [5] terms in the equation will equal 1 in the base year, the regional intercept [3] and the age term [2] use the basic survey data shown in tables 1, 2, and 3. The calibration approach is consistent with a structural model used for “what if…?” – type scenario development. Table 4 shows the age composition results based on the age composition effect [2].

### Table 4. The Effect of Age Composition on State Expenditures

<table>
<thead>
<tr>
<th>Effect of Age Structure on Average Annual Expenditures Normalized to U.S. based on Table 1</th>
<th>FL</th>
<th>TX</th>
<th>CA</th>
<th>AZ</th>
<th>GA</th>
<th>UT</th>
<th>MA</th>
<th>MI</th>
<th>MN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>101.4%</td>
<td>97.2%</td>
<td>98.8%</td>
<td>97.7%</td>
<td>100.2%</td>
<td>89.7%</td>
<td>102.1%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>103.2%</td>
<td>95.9%</td>
<td>97.9%</td>
<td>97.5%</td>
<td>98.9%</td>
<td>87.3%</td>
<td>102.5%</td>
<td>100.2%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Other Durables</td>
<td>104.5%</td>
<td>95.2%</td>
<td>97.4%</td>
<td>97.5%</td>
<td>97.9%</td>
<td>86.0%</td>
<td>102.8%</td>
<td>102.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>102.7%</td>
<td>96.4%</td>
<td>98.3%</td>
<td>97.6%</td>
<td>99.1%</td>
<td>88.5%</td>
<td>102.4%</td>
<td>101.1%</td>
<td>100.2%</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>100.7%</td>
<td>97.5%</td>
<td>99.0%</td>
<td>97.5%</td>
<td>100.4%</td>
<td>90.4%</td>
<td>102.0%</td>
<td>100.0%</td>
<td>100.3%</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>101.8%</td>
<td>96.9%</td>
<td>98.5%</td>
<td>97.5%</td>
<td>99.7%</td>
<td>89.2%</td>
<td>102.2%</td>
<td>100.1%</td>
<td>100.2%</td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>104.5%</td>
<td>95.4%</td>
<td>97.6%</td>
<td>97.8%</td>
<td>98.1%</td>
<td>86.7%</td>
<td>102.7%</td>
<td>100.1%</td>
<td>99.9%</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>104.5%</td>
<td>95.2%</td>
<td>97.4%</td>
<td>97.5%</td>
<td>97.9%</td>
<td>86.0%</td>
<td>102.8%</td>
<td>102.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Housing</td>
<td>102.2%</td>
<td>96.7%</td>
<td>98.6%</td>
<td>97.5%</td>
<td>97.9%</td>
<td>86.0%</td>
<td>102.4%</td>
<td>100.0%</td>
<td>100.2%</td>
</tr>
<tr>
<td>Household Operation</td>
<td>103.9%</td>
<td>96.1%</td>
<td>98.5%</td>
<td>97.8%</td>
<td>98.7%</td>
<td>88.4%</td>
<td>103.2%</td>
<td>99.8%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Transportation</td>
<td>102.9%</td>
<td>96.1%</td>
<td>98.0%</td>
<td>97.6%</td>
<td>98.9%</td>
<td>87.8%</td>
<td>102.4%</td>
<td>100.2%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Medical Care</td>
<td>110.7%</td>
<td>92.1%</td>
<td>95.2%</td>
<td>98.6%</td>
<td>94.1%</td>
<td>81.9%</td>
<td>103.6%</td>
<td>100.1%</td>
<td>99.2%</td>
</tr>
<tr>
<td>Other Services</td>
<td>101.8%</td>
<td>96.7%</td>
<td>98.3%</td>
<td>97.4%</td>
<td>99.3%</td>
<td>89.0%</td>
<td>102.0%</td>
<td>100.2%</td>
<td>100.4%</td>
</tr>
<tr>
<td>Weighted difference in total consumption*</td>
<td>3.0%</td>
<td>-3.8%</td>
<td>-1.9%</td>
<td>-2.4%</td>
<td>-1.1%</td>
<td>-11.9%</td>
<td>2.4%</td>
<td>0.1%</td>
<td>0.1%</td>
</tr>
</tbody>
</table>

* The weighted difference is based on using the U.S. consumption category amounts for the weights in calculating the weighted difference in total consumption.
For example, all else being equal, Florida residents would consume 110.7% of the U.S. average for medical care because it has a larger percent of older people who use more medical care than states with a lower percent of older people. We add up all the state wide demographic effects to show the age structure effects on expenditures for major regions of the U.S. in Table 5.

### Table 5: Age Structure Effect on Average Expenditure

<table>
<thead>
<tr>
<th></th>
<th>Northeast</th>
<th>Midwest</th>
<th>South</th>
<th>West</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>101.8%</td>
<td>99.8%</td>
<td>100.2%</td>
<td>99.2%</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>102.5%</td>
<td>100.1%</td>
<td>99.9%</td>
<td>98.5%</td>
</tr>
<tr>
<td>Other Durables</td>
<td>102.8%</td>
<td>100.3%</td>
<td>99.9%</td>
<td>98.2%</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>102.3%</td>
<td>100.2%</td>
<td>100.0%</td>
<td>98.7%</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>101.7%</td>
<td>100.0%</td>
<td>100.1%</td>
<td>99.4%</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>102.0%</td>
<td>100.1%</td>
<td>100.0%</td>
<td>99.0%</td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>104.5%</td>
<td>100.8%</td>
<td>99.6%</td>
<td>96.2%</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>102.8%</td>
<td>100.3%</td>
<td>99.9%</td>
<td>98.2%</td>
</tr>
<tr>
<td>Housing</td>
<td>102.2%</td>
<td>100.1%</td>
<td>100.0%</td>
<td>98.9%</td>
</tr>
<tr>
<td>Household Operation</td>
<td>102.8%</td>
<td>100.2%</td>
<td>99.9%</td>
<td>98.3%</td>
</tr>
<tr>
<td>Transportation</td>
<td>102.4%</td>
<td>100.1%</td>
<td>100.0%</td>
<td>98.6%</td>
</tr>
<tr>
<td>Medical Care</td>
<td>104.5%</td>
<td>100.8%</td>
<td>99.7%</td>
<td>96.2%</td>
</tr>
<tr>
<td>Other Services</td>
<td>102.1%</td>
<td>100.3%</td>
<td>100.0%</td>
<td>98.7%</td>
</tr>
</tbody>
</table>

In Table 3 we presented the observed effects by region that are based on survey data.

Table 6 shows the observed area differences (Table 3) divided by the age structure effects (Table 5). The purpose of dividing by Table is because we already have the Table 5 effect as an endogenous factor in the equation.

### Table 6: Major region Effect for the Consumption Equation (normalizing for age effects)

<table>
<thead>
<tr>
<th></th>
<th>Northeast</th>
<th>Midwest</th>
<th>South</th>
<th>West</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>0.92430</td>
<td>0.97733</td>
<td>0.93889</td>
<td>1.18062</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>0.96512</td>
<td>1.07646</td>
<td>0.86966</td>
<td>1.15382</td>
</tr>
<tr>
<td>Other Durables</td>
<td>1.07194</td>
<td>1.15191</td>
<td>0.74296</td>
<td>1.19405</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>1.09546</td>
<td>0.96294</td>
<td>0.90825</td>
<td>1.09711</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>1.17860</td>
<td>0.92105</td>
<td>0.90386</td>
<td>1.07298</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>0.85029</td>
<td>1.01307</td>
<td>0.99958</td>
<td>1.10986</td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>2.54773</td>
<td>0.86057</td>
<td>0.57257</td>
<td>0.41222</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>0.98764</td>
<td>1.13424</td>
<td>0.92804</td>
<td>0.98520</td>
</tr>
<tr>
<td>Housing</td>
<td>1.17717</td>
<td>0.91685</td>
<td>0.82818</td>
<td>1.20245</td>
</tr>
<tr>
<td>Household Operation</td>
<td>0.97620</td>
<td>0.99823</td>
<td>1.00664</td>
<td>1.00540</td>
</tr>
<tr>
<td>Transportation</td>
<td>1.05826</td>
<td>0.98784</td>
<td>0.86982</td>
<td>1.16833</td>
</tr>
<tr>
<td>Medical Care</td>
<td>0.88160</td>
<td>1.10258</td>
<td>0.97749</td>
<td>1.03366</td>
</tr>
<tr>
<td>Other Services</td>
<td>1.00516</td>
<td>0.99603</td>
<td>0.89301</td>
<td>1.16838</td>
</tr>
</tbody>
</table>
The only change that will be required is recalculating term 1. The calibration will use the equation based on relative nominal disposable per capita income in the primary calibration (there will not be a consumption price index for each commodity in each county until the full model is built). This will include changes in relative real per capita income (term 4) and relative prices (term 5) in all periods after the base period T.

Our last task is to estimate the income elasticity to include the local effect of income changes relative to the nation so that we can predict changes in per capita spending in the local area. We also calculated the price elasticity for each consumption commodity compared to the average price index of all commodities. When this term is divided by the same concept in the nation, it will reflect different changes in the amount of consumption of the commodity in question due to the real disposable income change and also a change in the consumer price index in the region.

The data used for these estimates are based on time series data for the consumption of each commodity and for the price level for each commodity in the U.S. The U.S. data are available for each year from 1995-2006 for each consumption commodity; the data include prices by commodity as well. Table 7 shows the regression estimates of the income and price elasticities.

Table 7. Regression estimates of the income elasticities (betas) and the price elasticities (gammas)*

<table>
<thead>
<tr>
<th></th>
<th>Income</th>
<th>Price</th>
<th>R-square</th>
<th>Std err (\beta)</th>
<th>Std err (\gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta T</td>
<td>Gamma T</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Necessities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>-0.83</td>
<td>-0.71</td>
<td>-0.01</td>
<td>-0.03</td>
<td>-0.151</td>
</tr>
<tr>
<td>Medical Care</td>
<td>-0.19</td>
<td>-0.35</td>
<td>2.83</td>
<td>2.49</td>
<td>0.644</td>
</tr>
<tr>
<td>Vehicles &amp; Parts</td>
<td>0.10</td>
<td>0.07</td>
<td>-2.44</td>
<td>-1.65</td>
<td>0.430</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>0.25</td>
<td>0.40</td>
<td>-0.12</td>
<td>-1.21</td>
<td>-0.052</td>
</tr>
<tr>
<td>Transportation</td>
<td>0.45</td>
<td>1.04</td>
<td>0.99</td>
<td>0.73</td>
<td>0.078</td>
</tr>
<tr>
<td>Other Durables</td>
<td>0.66</td>
<td>1.01</td>
<td>-1.66</td>
<td>-3.06</td>
<td>0.845</td>
</tr>
<tr>
<td>Household Operation</td>
<td>0.67</td>
<td>2.53</td>
<td>-0.23</td>
<td>-0.67</td>
<td>0.338</td>
</tr>
<tr>
<td>Luxuries</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>1.03</td>
<td>4.03</td>
<td>-2.56</td>
<td>-2.50</td>
<td>0.564</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>1.14</td>
<td>1.25</td>
<td>-1.08</td>
<td>-3.80</td>
<td>0.941</td>
</tr>
<tr>
<td>Housing</td>
<td>1.28</td>
<td>2.85</td>
<td>-1.29</td>
<td>-1.70</td>
<td>0.472</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>1.50</td>
<td>6.93</td>
<td>-0.54</td>
<td>-1.52</td>
<td>0.810</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>1.66</td>
<td>1.98</td>
<td>-0.06</td>
<td>-0.12</td>
<td>0.620</td>
</tr>
<tr>
<td>Other Services</td>
<td>1.90</td>
<td>2.43</td>
<td>-2.10</td>
<td>-1.25</td>
<td>0.361</td>
</tr>
</tbody>
</table>

\(\gamma_N\) (price elasticity of necessities) = -.12  
\(\gamma_L\) (price elasticity of luxuries) = -.85  
\(\beta_N\) (income elasticity of necessities) = .46  
\(\beta_L\) (income elasticity of luxuries) = 1.32
Using the OLS income elasticity \( (\beta_j) \) regression results shown in Table 7, we divide commodities into two categories, necessities and luxuries, based on the income elasticities that indicate the proportion of purchases for a consumption item compared to the percentage income change. We classified all consumption items where income elasticity is greater than one as “luxuries” \( (L) \) and all of those with income elasticities of less than one as “necessities” \( (N) \). Solving the function below we obtain the income elasticities \( \beta_j \) of 1.32 for \( L \) and 0.46 for \( N \), and the marginal price elasticities \( \gamma_j \) of –0.85 for \( L \) and –0.12 for \( N \).

\[
\min \sum_{j=1}^{13} \left( \frac{\gamma_j - \gamma_N}{\sigma_j} \right)^2 + \sum \left( \frac{\beta_i - \beta_N}{\sigma_i} \right)^2 + \sum \left( \frac{\beta_i - \beta_L}{\sigma_i} \right)^2
\]

Subject to \( \beta_N \ast W_N + \beta_L \ast W_L = 1 \), where \( W_N \) is the proportion of necessities and \( W_L \) is the proportion of luxuries. Necessities include transportation related consumer goods and services (vehicles and parts, gasoline and oil, and transportation), fuel oil and coal, medical care, other durables, and household operation. Luxuries include food and beverages, computers and furniture, housing, other non-durables, clothing and shoes, and other services. Food and beverages, which are often seen as necessities, are classified as luxuries according to our estimates. This may be since food and beverages include restaurant meals and other food items for which consumption increases as incomes go up. A detailed list of personal consumption expenditure categories is listed in Appendix II.
IV. Simulations

In this section, we show how the new consumption equations perform in the REMI Policy Insight version 9.5 model. We show the effects of income and price increases using the Texas model. All results are shown as a percentage change compared to the baseline forecast for the economy.

Table A shows the macroeconomic effects of an exogenous 10% increase in transfer payments. This income increase stimulates economic activity, shown by higher employment, gross regional product, and personal income. Over time, this positive effect grows due to positive feedbacks in the model and due to a higher level of transfer payments. Employment, for example, increases by almost one percent in 2006, and over 1.7% in 2050.

| Table A: Results of a 10% Increase in Transfer Payments (V 9.5) |
|---|---|---|---|---|---|---|
| Variable | 2006 | 2007 | 2010 | 2020 | 2030 | 2050 |
| Total Emp (Thous) | 0.95% | 1.05% | 1.16% | 1.25% | 1.42% | 1.71% |
| Total GRP (Bil Chained 2000$) | 0.81% | 0.89% | 0.97% | 1.03% | 1.16% | 1.40% |
| Total GRP (Bil Fixed 2000$) | 0.81% | 0.89% | 0.97% | 1.03% | 1.16% | 1.40% |
| Personal Income (Bil Nom $) | 1.82% | 1.96% | 2.16% | 2.35% | 2.61% | 3.08% |
| PCE-Price Index (Fixed 2000$) | 0.02% | 0.09% | 0.11% | 0.08% | 0.07% | 0.07% |
| Real Disp Pers Inc (Bil Fixed 2000$) | 1.91% | 1.99% | 2.19% | 2.42% | 2.70% | 3.18% |
| Real Disp Pers Inc per Cap (Thous Fixed 2000$) | 1.79% | 1.77% | 1.70% | 1.51% | 1.60% | 1.80% |
| Demand (Bil Fixed 2000$) | 1.13% | 1.25% | 1.38% | 1.46% | 1.63% | 1.93% |
| Output (Bil Fixed 2000$) | 0.82% | 0.89% | 0.95% | 0.97% | 1.09% | 1.30% |
| Population (Thous) | 0.12% | 0.22% | 0.48% | 0.90% | 1.08% | 1.36% |
| Labor Force | 0.25% | 0.42% | 0.75% | 1.10% | 1.31% | 1.56% |
Table B shows the consumption response to the same increase in transfer payments. The difference in responses for necessities and luxuries are most apparent in the first year. Consumption of vehicles and parts, other durables, gasoline and oil, fuel oil and coal, household operation, transportation, and medical care increase between 0.90% and 0.94% in 2006, while consumption of luxuries increases by 2.45 or 2.46%.

By the year 2050, the consumption of necessities has increased by 2.15 to 2.27%, but the consumption of luxuries has gone up at least 3.5% and as high as 3.75%. The overall increase in expenditures on luxuries has gone up faster than that of necessities. This is caused by an overall expansion of income, which is 1.82% higher than the baseline in 2006 but 3.08% higher than the baseline in 2050. Thus, consumer goods and services with higher income elasticities see a disproportionately large increase in demand as incomes go up.

Table B: Consumption Response of a 10% Increase in Transfer Payments (V 9.5)

<table>
<thead>
<tr>
<th>Variable</th>
<th>2006</th>
<th>2007</th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>0.94%</td>
<td>1.04%</td>
<td>1.29%</td>
<td>1.68%</td>
<td>1.91%</td>
<td>2.27%</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>2.45%</td>
<td>2.53%</td>
<td>2.68%</td>
<td>2.91%</td>
<td>3.23%</td>
<td>3.72%</td>
</tr>
<tr>
<td>Other Durables</td>
<td>0.93%</td>
<td>1.02%</td>
<td>1.24%</td>
<td>1.62%</td>
<td>1.87%</td>
<td>2.23%</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>2.46%</td>
<td>2.53%</td>
<td>2.69%</td>
<td>2.92%</td>
<td>3.23%</td>
<td>3.71%</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>2.47%</td>
<td>2.56%</td>
<td>2.74%</td>
<td>2.97%</td>
<td>3.28%</td>
<td>3.75%</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>0.94%</td>
<td>1.03%</td>
<td>1.27%</td>
<td>1.66%</td>
<td>1.91%</td>
<td>2.25%</td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>0.90%</td>
<td>0.97%</td>
<td>1.14%</td>
<td>1.48%</td>
<td>1.75%</td>
<td>2.15%</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>2.45%</td>
<td>2.52%</td>
<td>2.66%</td>
<td>2.88%</td>
<td>3.21%</td>
<td>3.70%</td>
</tr>
<tr>
<td>Housing</td>
<td>2.46%</td>
<td>2.45%</td>
<td>2.60%</td>
<td>2.79%</td>
<td>3.07%</td>
<td>3.50%</td>
</tr>
<tr>
<td>Household Operation</td>
<td>0.93%</td>
<td>1.02%</td>
<td>1.24%</td>
<td>1.62%</td>
<td>1.84%</td>
<td>2.20%</td>
</tr>
<tr>
<td>Transportation</td>
<td>0.93%</td>
<td>1.02%</td>
<td>1.25%</td>
<td>1.64%</td>
<td>1.89%</td>
<td>2.24%</td>
</tr>
<tr>
<td>Medical Care</td>
<td>0.90%</td>
<td>0.97%</td>
<td>1.15%</td>
<td>1.48%</td>
<td>1.72%</td>
<td>2.15%</td>
</tr>
<tr>
<td>Other Services</td>
<td>2.46%</td>
<td>2.53%</td>
<td>2.68%</td>
<td>2.90%</td>
<td>3.25%</td>
<td>3.71%</td>
</tr>
</tbody>
</table>
Table C shows the macroeconomic response to a 10% increase in the price of consumer items. This is an exogenous change, which can be considered as a sales tax, but without any increase in government revenues or expenditures. Due to the price increase, all measures of economic activity decline. The feedback from the direct price shock exacerbates the negative economic impact. Real disposable income, for example, declines by over 12%. Part of the decline is due to the direct 10% price increase; the additional decline in real disposable income is caused by further economic feedbacks.

Over time, the negative economic feedback from the price effect becomes much more pronounced. Employment declines by almost 15% by the year 2050, compared to a 6.25% decline in the first year. This occurs as higher prices depress economic activity, particularly by causing people to migrate out of the region to places with a relatively lower cost of living.

Table C: Results of a 10% Increase in Consumer Prices (V 9.5)

<table>
<thead>
<tr>
<th>Variable</th>
<th>2006</th>
<th>2007</th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Emp (Thous)</td>
<td>-6.25%</td>
<td>-6.97%</td>
<td>-8.13%</td>
<td>-10.48%</td>
<td>-12.22%</td>
<td>-14.82%</td>
</tr>
<tr>
<td>Total GRP (Bil Chained 2000$)</td>
<td>-5.32%</td>
<td>-5.88%</td>
<td>-6.73%</td>
<td>-8.47%</td>
<td>-9.71%</td>
<td>-11.52%</td>
</tr>
<tr>
<td>Total GRP (Bil Fixed 2000$)</td>
<td>-5.32%</td>
<td>-5.88%</td>
<td>-6.73%</td>
<td>-8.47%</td>
<td>-9.71%</td>
<td>-11.52%</td>
</tr>
<tr>
<td>Personal Income (Bil Nom $)</td>
<td>-3.74%</td>
<td>-4.57%</td>
<td>-5.90%</td>
<td>-7.88%</td>
<td>-9.33%</td>
<td>-13.27%</td>
</tr>
<tr>
<td>PCE-Price Index (Fixed 2000$)</td>
<td>9.90%</td>
<td>9.52%</td>
<td>9.59%</td>
<td>10.27%</td>
<td>10.57%</td>
<td>10.50%</td>
</tr>
<tr>
<td>Real Disp Pers Inc (Bil Fixed 2000$)</td>
<td>-12.34%</td>
<td>-12.79%</td>
<td>-14.08%</td>
<td>-16.45%</td>
<td>-18.01%</td>
<td>-21.59%</td>
</tr>
<tr>
<td>Real Disp Pers Inc per Cap (Thous Fixed 2000$)</td>
<td>-10.71%</td>
<td>-9.75%</td>
<td>-7.62%</td>
<td>-3.62%</td>
<td>-2.54%</td>
<td>-3.69%</td>
</tr>
<tr>
<td>Demand (Bil Fixed 2000$)</td>
<td>-7.24%</td>
<td>-8.02%</td>
<td>-9.04%</td>
<td>-10.68%</td>
<td>-11.92%</td>
<td>-14.20%</td>
</tr>
<tr>
<td>Output (Bil Fixed 2000$)</td>
<td>-5.29%</td>
<td>-5.78%</td>
<td>-6.35%</td>
<td>-7.67%</td>
<td>-8.80%</td>
<td>-10.47%</td>
</tr>
<tr>
<td>Population (Thous)</td>
<td>-1.83%</td>
<td>-3.36%</td>
<td>-6.99%</td>
<td>-13.31%</td>
<td>-15.87%</td>
<td>-18.59%</td>
</tr>
<tr>
<td>Labor Force</td>
<td>-3.25%</td>
<td>-5.13%</td>
<td>-8.85%</td>
<td>-13.75%</td>
<td>-16.25%</td>
<td>-18.29%</td>
</tr>
</tbody>
</table>
Table D. details the change in consumption by category in response to the price increase. Consumption of luxuries declines by over 15% in the first year of the simulation, while that of necessities goes down by 6-7%. By the year 2050, the consumption of all goods and services is down dramatically, ranging from a decline of a little over 20% for household operation to a 23.25% reduction in the consumption of clothing and shoes. In the long run, the overall decline in economic activity has a greater impact on consumption than the price increase. By 2050, the population of the region has declined by over 18% compared to the baseline, and real disposable income has gone down by over 21%. However, the decline in real disposable personal income per capita has narrowed over time as the labor supply goes down, requiring employers to pay higher wages. The initial income per capita decline reduces consumption for luxuries at a much higher rate than for necessities. Thus, the drop in the consumption of luxury goods and services in the first year is about 8% larger than that of necessities, while the gap has narrowed to approximately 3% by 2050.

We already discussed factors (1) and (2) above. Factor (3), [major region effect] is based on dividing Table 3, major region effect, by Table 5, which is the age composition effect. The reason for this is that the age effect is now endogenous to the model.

Table D: Consumption Response of a 10% Increase in Consumer Prices (V 9.5)

<table>
<thead>
<tr>
<th>Variable</th>
<th>2006</th>
<th>2007</th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>-6.83%</td>
<td>-7.92%</td>
<td>-10.73%</td>
<td>-15.99%</td>
<td>-18.18%</td>
<td>-20.91%</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>-15.22%</td>
<td>-15.33%</td>
<td>-15.97%</td>
<td>-18.05%</td>
<td>-19.75%</td>
<td>-23.11%</td>
</tr>
<tr>
<td>Other Durables</td>
<td>-6.66%</td>
<td>-7.59%</td>
<td>-10.04%</td>
<td>-15.13%</td>
<td>-17.69%</td>
<td>-20.42%</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>-15.28%</td>
<td>-15.43%</td>
<td>-16.15%</td>
<td>-18.16%</td>
<td>-19.74%</td>
<td>-22.96%</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>-15.38%</td>
<td>-15.65%</td>
<td>-16.57%</td>
<td>-18.71%</td>
<td>-20.27%</td>
<td>-23.25%</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>-6.79%</td>
<td>-7.83%</td>
<td>-10.52%</td>
<td>-15.75%</td>
<td>-18.19%</td>
<td>-20.68%</td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>-6.31%</td>
<td>-6.94%</td>
<td>-8.76%</td>
<td>-13.17%</td>
<td>-15.97%</td>
<td>-19.71%</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>-15.18%</td>
<td>-15.24%</td>
<td>-15.79%</td>
<td>-17.74%</td>
<td>-19.49%</td>
<td>-22.86%</td>
</tr>
<tr>
<td>Housing</td>
<td>-15.31%</td>
<td>-14.98%</td>
<td>-15.57%</td>
<td>-17.27%</td>
<td>-18.46%</td>
<td>-21.32%</td>
</tr>
<tr>
<td>Household Operation</td>
<td>-6.68%</td>
<td>-7.62%</td>
<td>-10.16%</td>
<td>-15.17%</td>
<td>-17.29%</td>
<td>-20.17%</td>
</tr>
<tr>
<td>Transportation</td>
<td>-6.71%</td>
<td>-7.68%</td>
<td>-10.26%</td>
<td>-15.39%</td>
<td>-17.92%</td>
<td>-20.60%</td>
</tr>
<tr>
<td>Medical Care</td>
<td>-6.32%</td>
<td>-6.99%</td>
<td>-8.85%</td>
<td>-13.11%</td>
<td>-15.55%</td>
<td>-19.66%</td>
</tr>
<tr>
<td>Other Services</td>
<td>-15.30%</td>
<td>-15.42%</td>
<td>-16.09%</td>
<td>-18.05%</td>
<td>-20.05%</td>
<td>-23.04%</td>
</tr>
</tbody>
</table>
Appendix I. Comparison of Treyz et al (V 9.5) and Treyz and Petraglia (V 9.0) Methodology

Comparison of Model Equations

The new methodology, Treyz et al, is provided in REMI models version 9.5 and above. The earlier methodology, called Treyz and Petraglia, is incorporated in version 9.0 models and below. This section compares the two model equations.

We restate the version 9.5 equation:

\[ C_{j,t}^k = \left( \frac{Y_{j,t}}{N_{j,t}} \right) \left[ \sum_{r=1}^{n} \left( \%DG^r_{j,t} \times PC^r_{j,t} \right) \right] \left( \frac{C^\alpha_{j,t}}{C^\alpha_{j,2004}} \right) \left( \frac{N_{j,t}^{u}}{N_{j,t}^{C^\alpha_{j,t}}} \right) \]

This compares to the version 9.0 and below equation:

\[ C_{j,t}^k = \left( \frac{R Y D^k_{j,t}}{N_{j,t}} \right) \left( \frac{P^k_{j,t}}{\overline{P}^k_{j,t}} \right) \left( \frac{P^u_{j,t}}{\overline{P}^u_{j,t}} \right) \left( \frac{N_{j,t}^{u}}{N_{j,t}^{C^\alpha_{j,t}}} \right) \left( \frac{N_{j,t}^{u}}{N_{j,t}} \right) \]

1. Calibration Effect
2. Age Composition Effect
3. Major Region Effect
4. Regional Income Effect
5. Regional Relative Price Effect
6. Regional Population Effect
7. U.S. Consumption
In the new equation, the calibration effect \([1-9.5]\) reflects an intermediate change made to the Treyz and Petraglia equation. This part of the equation incorporates the “new economic geography” methodology and calibrates the model at the county level. The age comp. effect \([2-9.5]\) builds up consumption by age group for all thirteen components, replacing the simpler version 9.0 aggregate age effect for medical only \([4-9.0]\).

In addition to replacing the age-based medical care equation for all regions that was used in earlier version of the model, we used this age-based equation for all commodities in such a way that age will make a difference endogenously for the consumption of each commodity, showing the effects of change in demographic age structure. The result using the age composition approach has a 71% \(R^2\) in explaining the econometrically estimated intercept in equation (2.0) above without the age composition effect that we are replacing.

**Comparison of Simulation Results**

We compare simulation results for the version 9.5 and 9.0 Texas Policy Insight models. This section shows results for the Version 9.0 models that are compared to tables A, B, C and D above. Table E shows the version 9.0 percent differences in response to a 10% increase in transfer payments. The effects of this change for major economic variables are similar in magnitude to those in version 9.5, shown in Table A above. Employment and output in the first year of the simulation are 1.15% and 0.94% higher, respectively, in version 9.0, compared to a 0.95% higher employment level and 0.81% higher GRP level in version 9.5. In 2050 the changes are similar, with an employment increase of 2.17% in version 9.0 compared to a 1.71% increase in version 9.5, and a GRP increase of 1.69% in version 9.0 versus a 1.40% increase in version 9.5.

### Table E: Results of a 10% Increase in Transfer Payments (V 9.0)

<table>
<thead>
<tr>
<th>Variable</th>
<th>2005</th>
<th>2006</th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Emp (Thous)</td>
<td>1.15%</td>
<td>1.23%</td>
<td>1.34%</td>
<td>1.41%</td>
<td>1.63%</td>
<td>2.17%</td>
</tr>
<tr>
<td>Total GRP (Bill Chained 2000$)</td>
<td>0.90%</td>
<td>0.96%</td>
<td>1.06%</td>
<td>1.10%</td>
<td>1.28%</td>
<td>1.69%</td>
</tr>
<tr>
<td>Total GRP (Bill Fixed 2000$)</td>
<td>0.90%</td>
<td>0.96%</td>
<td>1.06%</td>
<td>1.10%</td>
<td>1.28%</td>
<td>1.69%</td>
</tr>
<tr>
<td>Personal Income (Bill Nom $)</td>
<td>1.97%</td>
<td>2.08%</td>
<td>2.35%</td>
<td>2.54%</td>
<td>2.85%</td>
<td>3.61%</td>
</tr>
<tr>
<td>PCE-Price Index (Fixed 2000$)</td>
<td>0.03%</td>
<td>0.10%</td>
<td>0.13%</td>
<td>0.09%</td>
<td>0.09%</td>
<td>0.12%</td>
</tr>
<tr>
<td>Real Disp Pers Inc (Bill Fixed 2000$)</td>
<td>2.05%</td>
<td>2.09%</td>
<td>2.34%</td>
<td>2.59%</td>
<td>2.91%</td>
<td>3.67%</td>
</tr>
<tr>
<td>Real Disp Pers Inc per Cap (Thous Fixed 2000$)</td>
<td>1.91%</td>
<td>1.83%</td>
<td>1.71%</td>
<td>1.57%</td>
<td>1.71%</td>
<td>2.03%</td>
</tr>
<tr>
<td>Demand (Bill Fixed 2000$)</td>
<td>1.30%</td>
<td>1.39%</td>
<td>1.55%</td>
<td>1.61%</td>
<td>1.83%</td>
<td>2.40%</td>
</tr>
<tr>
<td>Output (Bill Fixed 2000$)</td>
<td>0.94%</td>
<td>0.99%</td>
<td>1.05%</td>
<td>1.05%</td>
<td>1.22%</td>
<td>1.60%</td>
</tr>
<tr>
<td>Population (Thous)</td>
<td>0.14%</td>
<td>0.26%</td>
<td>0.62%</td>
<td>1.00%</td>
<td>1.19%</td>
<td>1.61%</td>
</tr>
<tr>
<td>Labor Force</td>
<td>0.30%</td>
<td>0.49%</td>
<td>0.94%</td>
<td>1.24%</td>
<td>1.47%</td>
<td>1.91%</td>
</tr>
</tbody>
</table>

*aCompare with Table A, pg. 14*
Table F shows consumption changes by item in response to the income change for the version 9.0 model. All luxuries increase by 2.95 or 2.96% in the first year, compared to 2.45 or 2.46% in version 9.5. These results also show the effect of the wider range of consumer items classified as necessities in version 9.5. In the earlier version, only non-durables, housing and medical care are classified as necessities, with a total change of 0.53% in medical consumption, and 0.6% increase in other non-durables and housing consumption in the first year. Similar relative differences are also evident for the later years of the simulation.

Table F: Consumption Response of a 10% Increase in Transfer Payments (V 9.0)

<table>
<thead>
<tr>
<th>Variable</th>
<th>2005</th>
<th>2006</th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>2.96%</td>
<td>2.99%</td>
<td>3.17%</td>
<td>3.31%</td>
<td>3.69%</td>
<td>4.54%</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>2.95%</td>
<td>2.97%</td>
<td>3.15%</td>
<td>3.30%</td>
<td>3.68%</td>
<td>4.52%</td>
</tr>
<tr>
<td>Other Durables</td>
<td>2.95%</td>
<td>2.97%</td>
<td>3.15%</td>
<td>3.30%</td>
<td>3.68%</td>
<td>4.52%</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>2.95%</td>
<td>2.97%</td>
<td>3.15%</td>
<td>3.30%</td>
<td>3.68%</td>
<td>4.52%</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>2.96%</td>
<td>2.98%</td>
<td>3.16%</td>
<td>3.31%</td>
<td>3.69%</td>
<td>4.53%</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>2.95%</td>
<td>2.94%</td>
<td>3.11%</td>
<td>3.26%</td>
<td>3.64%</td>
<td>4.47%</td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>2.95%</td>
<td>2.94%</td>
<td>3.11%</td>
<td>3.27%</td>
<td>3.64%</td>
<td>4.47%</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>0.60%</td>
<td>0.71%</td>
<td>1.05%</td>
<td>1.41%</td>
<td>1.63%</td>
<td>2.13%</td>
</tr>
<tr>
<td>Housing</td>
<td>0.60%</td>
<td>0.62%</td>
<td>0.93%</td>
<td>1.24%</td>
<td>1.43%</td>
<td>1.88%</td>
</tr>
<tr>
<td>Household Operation</td>
<td>2.95%</td>
<td>2.94%</td>
<td>3.11%</td>
<td>3.25%</td>
<td>3.62%</td>
<td>4.44%</td>
</tr>
<tr>
<td>Transportation</td>
<td>2.95%</td>
<td>2.95%</td>
<td>3.12%</td>
<td>3.27%</td>
<td>3.65%</td>
<td>4.48%</td>
</tr>
<tr>
<td>Medical Care</td>
<td>0.53%</td>
<td>0.60%</td>
<td>0.79%</td>
<td>1.06%</td>
<td>1.34%</td>
<td>1.91%</td>
</tr>
<tr>
<td>Other Services</td>
<td>2.95%</td>
<td>2.96%</td>
<td>3.14%</td>
<td>3.29%</td>
<td>3.67%</td>
<td>4.51%</td>
</tr>
</tbody>
</table>

*Compare with Table B, pg. 15*
Table G presents the response to a 10% increase in consumer prices in the Policy Insight 9.0 model. The aggregate macroeconomic effects of a consumer price increase are slightly lower in magnitude in the newer version of the model, as shown in Table C above. For example, employment is down by 6.25% in the initial year in version 9.5 compared to a 7.24% decline in version 9.0.

Table G: Results of a 10% Increase in Consumer Prices (V 9.0)

<table>
<thead>
<tr>
<th>Variable</th>
<th>2005</th>
<th>2006</th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Emp (Thous)</td>
<td>-7.24%</td>
<td>-7.91%</td>
<td>-8.99%</td>
<td>-10.43%</td>
<td>-12.17%</td>
<td>-15.90%</td>
</tr>
<tr>
<td>Total GRP (Bil Chained 2000$)</td>
<td>-5.72%</td>
<td>-6.29%</td>
<td>-7.22%</td>
<td>-8.33%</td>
<td>-9.60%</td>
<td>-12.21%</td>
</tr>
<tr>
<td>Total GRP (Bil Fixed 2000$)</td>
<td>-5.72%</td>
<td>-6.29%</td>
<td>-7.22%</td>
<td>-8.33%</td>
<td>-9.60%</td>
<td>-12.21%</td>
</tr>
<tr>
<td>Personal Income (Bil Nom $)</td>
<td>-4.39%</td>
<td>-5.26%</td>
<td>-6.68%</td>
<td>-7.88%</td>
<td>-9.36%</td>
<td>-14.28%</td>
</tr>
<tr>
<td>PCE-Price Index (Fixed 2000$)</td>
<td>9.88%</td>
<td>9.41%</td>
<td>9.50%</td>
<td>10.18%</td>
<td>10.40%</td>
<td>10.14%</td>
</tr>
<tr>
<td>Real Disp Pers Inc (Bil Fixed 2000$)</td>
<td>-12.91%</td>
<td>-13.32%</td>
<td>-14.73%</td>
<td>-16.39%</td>
<td>-17.91%</td>
<td>-22.24%</td>
</tr>
<tr>
<td>Real Disp Pers Inc per Cap (Thous Fixed 2000$)</td>
<td>-11.17%</td>
<td>-10.11%</td>
<td>-7.05%</td>
<td>-3.30%</td>
<td>-2.88%</td>
<td>-4.28%</td>
</tr>
<tr>
<td>Demand (Bil Fixed 2000$)</td>
<td>-8.06%</td>
<td>-8.76%</td>
<td>-9.79%</td>
<td>-10.48%</td>
<td>-11.75%</td>
<td>-15.27%</td>
</tr>
<tr>
<td>Output (Bil Fixed 2000$)</td>
<td>-5.85%</td>
<td>-6.30%</td>
<td>-6.84%</td>
<td>-7.54%</td>
<td>-8.73%</td>
<td>-11.17%</td>
</tr>
<tr>
<td>Population (Thous)</td>
<td>-1.96%</td>
<td>-3.57%</td>
<td>-8.27%</td>
<td>-13.54%</td>
<td>-15.47%</td>
<td>-18.76%</td>
</tr>
<tr>
<td>Labor Force</td>
<td>-3.47%</td>
<td>-5.47%</td>
<td>-10.13%</td>
<td>-13.94%</td>
<td>-16.11%</td>
<td>-18.79%</td>
</tr>
</tbody>
</table>

*Compare with Table C, pg. 16*
Table H shows the version 9.0 decline in consumption for each category in response to the price increase. Price responses in version 9.0 are over 17% for all consumer items with the exception of the 3 other necessities (other non-durables, housing, and medical care) with a response of 3.92 to 4.73%. Over time, the consumption changes decline across all consumer items as the overall economy contracts in response to the uncompensated increase in prices. As in the new model (V 9.5), the differences between the consumption categories diminish over time, as the relative decline in real disposable income goes down over time.

Table H: Consumption Response of a 10% Increase in Consumer Price (V 9.0)

<table>
<thead>
<tr>
<th>Variable</th>
<th>2005</th>
<th>2006</th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>-17.60%</td>
<td>-17.68%</td>
<td>-17.67%</td>
<td>-17.72%</td>
<td>-19.03%</td>
<td>-23.72%</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>-17.58%</td>
<td>-17.60%</td>
<td>-17.61%</td>
<td>-17.77%</td>
<td>-19.11%</td>
<td>-23.76%</td>
</tr>
<tr>
<td>Other Durables</td>
<td>-17.58%</td>
<td>-17.59%</td>
<td>-17.60%</td>
<td>-17.76%</td>
<td>-19.10%</td>
<td>-23.76%</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>-17.58%</td>
<td>-17.59%</td>
<td>-17.62%</td>
<td>-17.78%</td>
<td>-19.11%</td>
<td>-23.76%</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>-17.59%</td>
<td>-17.63%</td>
<td>-17.65%</td>
<td>-17.77%</td>
<td>-19.10%</td>
<td>-23.78%</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>-17.56%</td>
<td>-17.46%</td>
<td>-17.45%</td>
<td>-17.61%</td>
<td>-18.94%</td>
<td>-23.53%</td>
</tr>
<tr>
<td>Fuel Oil &amp; Coal</td>
<td>-17.56%</td>
<td>-17.47%</td>
<td>-17.46%</td>
<td>-17.61%</td>
<td>-18.95%</td>
<td>-23.54%</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>-4.73%</td>
<td>-6.11%</td>
<td>-10.00%</td>
<td>-14.37%</td>
<td>-16.21%</td>
<td>-19.78%</td>
</tr>
<tr>
<td>Housing</td>
<td>-4.73%</td>
<td>-5.48%</td>
<td>-9.03%</td>
<td>-13.01%</td>
<td>-14.67%</td>
<td>-17.94%</td>
</tr>
<tr>
<td>Household Operation</td>
<td>-17.58%</td>
<td>-17.43%</td>
<td>-17.34%</td>
<td>-17.34%</td>
<td>-18.62%</td>
<td>-23.19%</td>
</tr>
<tr>
<td>Transportation</td>
<td>-17.56%</td>
<td>-17.50%</td>
<td>-17.50%</td>
<td>-17.70%</td>
<td>-19.05%</td>
<td>-23.66%</td>
</tr>
<tr>
<td>Medical Care</td>
<td>3.92%</td>
<td>-4.71%</td>
<td>-6.78%</td>
<td>-9.98%</td>
<td>12.97%</td>
<td>18.39%</td>
</tr>
<tr>
<td>Other Services</td>
<td>-17.57%</td>
<td>-17.55%</td>
<td>-17.56%</td>
<td>-17.72%</td>
<td>-19.06%</td>
<td>-23.70%</td>
</tr>
</tbody>
</table>

*Compare with Table D, pg. 17
## Appendix II. Personal Consumption Expenditure Categories

<table>
<thead>
<tr>
<th>Category</th>
<th>Number</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles &amp; Parts</td>
<td>1</td>
<td>New Autos</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Used autos</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Other motor vehicles</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Tires, tubes, and parts</td>
</tr>
<tr>
<td>Computers &amp; Furniture</td>
<td>5</td>
<td>Household furniture</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Household appliances</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>China, glassware, and utensils</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Video and audio products, and musical instruments</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Computers, peripherals, and software</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Other durable house furnishings</td>
</tr>
<tr>
<td>Other Durables</td>
<td>11</td>
<td>Jewelry and watches</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Ophthalmic and orthopedic products</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>Books and maps</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>Wheel goods, sporting and photo equipment, boats, and pleasure aircraft</td>
</tr>
<tr>
<td>Food &amp; Beverages</td>
<td>15</td>
<td>Food for off-premise consumption</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>Purchased meals and beverages</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>Food furnished to employees</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>Food produced and consumed on farms</td>
</tr>
<tr>
<td>Clothing &amp; Shoes</td>
<td>19</td>
<td>Shoes</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>Women’s and children’s clothing and accessories, except shoes</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>Men’s clothing and accessories, except shoes</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>Military issue clothing</td>
</tr>
<tr>
<td>Gasoline &amp; Oil</td>
<td>23</td>
<td>Gasoline and oil</td>
</tr>
<tr>
<td>Other Fuels</td>
<td>24</td>
<td>Other fuels</td>
</tr>
<tr>
<td>Other Non-Durables</td>
<td>25</td>
<td>Tobacco products</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>Toilet articles and preparations</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>Semi-durable house furnishings</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>Cleaning and miscellaneous household supplies and paper products</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td>Stationery and writing supplies</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>Drug preparations and sundries</td>
</tr>
<tr>
<td></td>
<td>31</td>
<td>Magazines, newspapers, and sheet music</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>Non-durable toys and sporting goods</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>Flowers, seeds, and potted plants</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>Expenditures abroad by U.S. residents</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>Personal remittances to nonresidents</td>
</tr>
<tr>
<td>Housing</td>
<td>36</td>
<td>Space rent from owner-occupied non-farm dwellings</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>Rent from tenant-occupied non-farm dwellings</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>Rental value of farm dwellings</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>Other housing (hotels and other lodging places)</td>
</tr>
<tr>
<td>Household Operation</td>
<td>40</td>
<td>Electricity</td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>Gas</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>Telephone and telegraph</td>
</tr>
<tr>
<td></td>
<td>43</td>
<td>Water and sanitary services</td>
</tr>
<tr>
<td>Code</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Domestic services</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>Other household operation</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Transportation</strong></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>Automobile repair</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Bridge, tunnel, ferry and road tolls</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>Automobile insurance less claims paid</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>Intracity mass transit</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>Taxicabs</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>Railway transportation</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>Intercity bus</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>Airline transportation</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>Other intercity transportation</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Medical Care</strong></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>Physicians</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>Dentists</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Other professional medical services</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>Nonprofit hospitals</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>Proprietary hospitals</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>Government hospitals</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>Nursing homes</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Other Services</strong></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>Cleaning, storage, and repair of clothing and shoes</td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>Miscellaneous personal, clothing, and jewelry services</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>Barbershops, beauty parlors, and health clubs</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Medical Care</strong></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>Health insurance</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Other Services</strong></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>Income loss insurance</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>Workman’s compensation insurance</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>Brokerage charges and investment counseling</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>Bank service charges</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>Services furnished without payment by financial intermediaries</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>Expense of handling life insurance and pensions</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>Legal services</td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>Funeral and burial expenses</td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>Other personal business services</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>Radio and television repair</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>Motion picture admissions</td>
<td></td>
</tr>
<tr>
<td>77</td>
<td>Legitimate theater admissions</td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>Admissions to spectator sports</td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>Clubs and fraternal organizations</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>Commercial participant amusements</td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>Pari-mutuel net receipts</td>
<td></td>
</tr>
<tr>
<td>82</td>
<td>Other recreation services</td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>Higher education</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>Nursery, elementary &amp; secondary education</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>Other private education and research</td>
<td></td>
</tr>
<tr>
<td>86</td>
<td>Religious and welfare activities</td>
<td></td>
</tr>
<tr>
<td>87</td>
<td>Foreign travel by U.S. residents</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>Expenditures in the U.S. by foreigners</td>
<td></td>
</tr>
</tbody>
</table>
Appendix III. Variable Definitions

Variables

RYD = Real Disposable Income
YD = Nominal Disposable Income
N = Population
P = Price = CIFP

$\bar{P}^k$ = Average price in area for the weighted average of all the commodities that make up total consumption
C = Consumption

%DG = percentage of Demographic Age Group
PC = Propensity to Consume

Subscripts

t = time period
T = last history year time period
j = consumption commodity

Superscripts

k = local region
u = entire nation

$\beta_j$ = marginal income elasticities: 1.32 for “luxuries” (L), .46 for “necessities” (N)

$\gamma_j$ = marginal price elasticities: -.85 for “luxuries” (L), -.12 for “necessities” (N)

R = major region of the country (Northeast, Midwest, South, West)

The new equation encompasses the aspects of the current consumption equation from a REMI article that was published in 2001. In addition to estimating new parameters, we have added an age composition effect on consumption for each of the 13 consumption commodities, based on the age propensity to consume by the age of the reference person. Table 1 shows the basic data for calculating the ratios on the top half of Table 2. For example, the average expenditures as reported by the interviewees under 25 were .60 of the average spent by all consumers on Vehicles and Parts. These national consumption propensities are weighted

---

by the age distribution in each region. (The basic building blocks that we use are the county levels.) As an illustration, we used the demographic group proportions as a percentage of the nine different states. This calculation is shown in equation below, which was used to create Table 4 (pg 10).

The formula for the new term (“Age composition effect” in equation 1) will reflect the age composition effect on consumption of $C_{j,k}$. The differences in age propensity to consume ($PC_{j}^u$) for item $j$ will be determined by the average U.S. expenditure by age group ($l$) on item ($j$) relative to the average expenditure of all age groups on item ($j$) in the U.S. The U.S. propensity for age contribution of different commodities is weighted by the local age composition. We will call it $A_j^k$ to reflect the effect of the age distribution effect on consumption of item $j$ in region $k$.

$$A_j^k = \frac{\sum_{i=1}^{7} \% \text{demographic group}^i_j \times \text{U.S. relative propensity to consume } j}{\sum_{i=1}^{7} \% \text{demographic group}^i_j \times \text{U.S. relative propensity to consume } j}$$

$$A_j^k = \frac{\sum_{i=1}^{7} (\%DG_j^i \times PC_{i,j}^u)}{\sum_{i=1}^{7} (\%DG_j^i \times PC_{i,j}^u)}$$

$\ell = \text{Seven age groups based on the age of the reference person.}$
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Chapter 16

Consumption Equations for a Multiregional Forecasting and Policy Analysis Model

George Treyz and Lisa Petraglia

Abstract

The lack of adequate regional data limits the development of an econometrically based macroeconomic specification of regional consumption expenditures. This paper aims to improve upon non-econometric specifications by examining panel data from the Consumer Expenditure Survey (CES) for 13 broad commodities and adhering to Stone's expenditure function. Commodity-specific income and price elasticity estimates are grouped based on a priori restrictions to allow for final estimation of two possible income elasticities and a single-price elasticity using a minimum Chi-squared (MCS) estimator. The final specification satisfies desirable properties within the consumer theory literature as well as key regional forecasting and simulation requirements.

A paper by George Treyz, Frederick Treyz, Nicolas Mata, Sherri Lawrence, and Jerry Hayes entitled The Structural Equation for REMI Policy Insight Version 9.5 is available from REMI by request.
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AN EVOLUTIONARY NEW ECONOMIC GEOGRAPHY MODEL*

Wei Fan
Department of Economics, University of Michigan, Ann Arbor, MI 48109, U.S.A. E-mail: fanwei@umich.edu

Frederick Treyz and George Treyz
Regional Economic Models, Inc, 308 Lincoln Ave, Amherst, MA 01002. E-mail: fred@remi.com and george@remi.com

ABSTRACT. In this paper we present a general new economic geography model with multiple industries and regions, full labor and capital mobility, land use in production and consumption, and a dynamic adjustment process in which consumers maximize utility and firms respond to zero-profit limits. All industries use intermediate inputs as well as land, labor, and capital. Systems of cities form endogenously within this framework, including asymmetrical urban hierarchies and cities of different sizes and industry compositions. Each urban area has a bid-rent gradient and zones with land uses and densities as in the von Thünen model. The equilibrium depends not only on initial conditions but also on speeds of adjustment. The model is a prototype for empirical implementation, as illustrated with a simulation of the effects of transportation cost reductions.

1. INTRODUCTION

The emerging area of study known as the new economic geography has greatly enriched spatial economic analysis as evidenced by the burgeoning literature in regional, urban, and international economics (see Krugman, 1998a; Fujita, Krugman, and Venables 1998 for recent reviews). Models developed in this field have led to fresh insights on a wide range of issues such as specialization in a system of cities (Abdel-Rahman, 1996), industry location decisions across countries (Venables, 1996), the effects of congestion (Brakman et al., 1996), and pre-industrial agglomeration (Duranton, 1998). However, researchers recognize the need for a more general spatial economic model. Fujita and Krugman (1995) unify von Thünen and Chamberlin models in a way that they suggest will "lead towards the development of a general equilibrium model of urban systems." Krugman (1998b) calls for development of a "computable

*We are grateful to two anonymous referees for their insightful comments and Dr. Omar El-Gayed's help in many respects. Wei Fan is also grateful to Gordon Hanson, Alan Deardoff, and Michelle White for their constructive discussions, and for financial support from Regional Economic Models, Inc.
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11. Monopolistic Competition Estimates of Intermational Trade Flows in Services

Frederick Treyz and Jim Bumgardner

1. INTRODUCTION

Regional scientists have often seen localities as the basic units of trade, and have long recognized the important role that service industries play in developing vital economic centres. This perspective on commerce has become increasingly relevant as the trend towards a borderless, post-industrial economy continues. With governments less able to exert control over the movement of labour and capital, fundamental location and transportation issues are more evident in their effects on trade. Even the nature of trade is changing as a result of the rising information economy. In this environment, growth is increasingly dependent on access to specialized knowledge that is most often provided by the service sector.

This study uses a model of monopolistic competition to calculate interregional trade flows in services for counties in Michigan. The monopolistic competition model provides a framework for describing interregional trade in terms of scale economies, preference for variety, transportation costs, and land scarcity at any given location (Krugman 1993; Pujia et al. 1995). Although various formulations of this model emphasize different results, the monopolistic competition models have similar structures. Economies of scale, in combination with preference for variety and transportation costs, result in a large number of specialized firms in the economy. Demand for a variety of products and transportation costs tend to concentrate economic activity while demand for land tends to disperse the location of firms and households; urban systems are in equilibrium when these centripetal and centrifugal forces are in balance. Demand for differentiated output results in trade across locations, as transportation costs are incurred in order to obtain a variety of products.
THE REMI MULTIREGIONAL U.S. POLICY ANALYSIS MODEL*

by

Frederick Treyz
and
George I. Treyz

Regional Economic Models, Inc.
306 Lincoln Avenue
Amherst, Ma 01002
Tel. 413-549-1169
Fax 413-549-1038
e-mail remi@crocker.com

ABSTRACT This paper presents the REMI Multiregional U.S. Model and demonstrates its performance in representative simulations. The model is appropriate for the regional economic evaluation of national policies and major sub-national shifts. Its structure incorporates feedbacks between the cost of capital, which is determined at the national level, and variables determined on the regional level, such as relative wage rates and business costs. Economic changes for a small, open economy are shown as a result of exogenous shifts that occur in the rest of the U.S. This economy experiences a decline in employment over the long term in response to a demand shock elsewhere in the U.S. A simulated labor force supply shock outside of the small region leads to a national reduction in the cost of capital. This, combined with a relative increase in employment opportunity for the small regional economy, results in an increase in its population, output, and employment.

*An earlier version of this paper was presented at the 43rd Annual North American Meeting of the Regional Science Association in Arlington, Virginia. Lucille Schmidt programmed the U.S. closure of the REMI model, and Jeffrey Morgan prepared the figures and manuscript.


POLICY ANALYSIS APPLICATIONS OF REMI ECONOMIC FORECASTING AND SIMULATION MODELS

George I. Treyz
Department of Economics
University of Massachusetts at Amherst
Amherst, Massachusetts 01003

ABSTRACT

This article surveys the ways that regional economic forecasting and policy analysis models have been used to provide information as an input for policy decision making in the public and private sectors. The major areas are as follows: forecasting and planning; economic development; transportation; energy and natural resources; taxation, budget, and welfare; United States policies; and environmental policies. The survey indicates that, while analysis and research may be required to prepare for a model simulation, the predicted economic effects of a policy can be very important information as an input for a wide range of policy decisions.

INTRODUCTION

Regional forecasting and policy analysis models are used to forecast the economic effects of a wide range of policy initiatives.

Copyright © 1995 by Marcel Dekker, Inc.

FORECASTING THE EFFECTS OF ELECTRIC UTILITY Deregulation: A HYPOTHETICAL SCENARIO FOR NEW JERSEY

By: Frederick Treyz and Lisa Petraglia

Simulates the effect of 10% decline in commercial and industrial electric rates to illustrate a hypothetical component of deregulation in the state of New Jersey. This would increase gross regional product by $211 million in the first year and $377 million in the tenth year. Employment would increase by over four thousand people in the first year of simulation.

The latest wave of deregulation is transforming the structure of the electricity industry from a patchwork of monopolies to an open system of competitive firms. This change is being led by policy makers who believe that deregulation will result in lower electric rates, and more efficient production and distribution of electric power. These direct changes are tied into broader economic benefits resulting from higher real incomes and increased business competitiveness. In this article, we describe how a regional economic forecasting and policy analysis model is used to quantify the effects of electric utility deregulation on a regional economy.

THE REMI MODEL

The analysis is conducted using a 53-sector REMI model of New Jersey. The REMI model, developed by Regional Economic Models, Inc., is a widely used economic forecasting and policy analysis model. It is a structural economic model that incorporates elements of econometric, input-output, and computable general equilibrium models. Although the model is calibrated to a specific state, the behavioral responses are estimated using panel data for all states over the last 25 years. As in input-output models, the REMI model incorporates interindustry transactions. In addition, the model incorporates substitution among factors of production in response to changes in relative factor costs, migration response to changes in expected income, wage response to changes in labor market conditions, and changes in the share of local and export markets in response to changes in regional profitability and production costs.

Inclusion of price responsive product and factor demands and supplies are a common feature of this model and computable general equilibrium (CGE) models. The models differ, however, in that static CGE models usually invoke market clearing in all product and factor markets, and dynamic CGE models typically assume a perfect foresight intertemporal clearing of markets or temporary market clearing if expectations are imperfect; whereas, the REMI EDPS model does not require product and factor markets to clear continuously. The time paths of responses between variables are determined by combining a priori model structures with econometrically estimated parameters.

The REMI model makes use of state level unit energy prices for the three fuel categories: electricity, natural gas and residual oil as well as their purchased fuel weights. These data are industry specific. The derivation of an industry specific aggregate fuel cost figures into factor and overall production costs. The model’s policy variable levels allow for exogenous changes to the unit cost of any of the specific fuels and the resultant substitution among the fuels is captured through the Cobb-Douglas specification of aggregate fuel costs. This is the extent of the model’s energy capabilities which are not to be confused with those of energy sector models. It is interfaced with one such model, Energy 2020, which is developed by Systematic Solutions for utility clients.

FOUR-STEP RESTRUCTURING PROCESS

The restructuring study presented in this article follows a four-step process. First, the REMI control forecast is selected to represent the economy in the absence of new policies. Next, direct restructuring effects are input as policy variable values. In step three, the model is run to generate an alternative economic forecast. Last, the control and alternative forecasts are compared to evaluate the total economic effects of restructuring.

The second step of the utility restructuring simulation is to change policy...

MULTIREGIONAL STOCK ADJUSTMENT EQUATIONS OF RESIDENTIAL AND NONRESIDENTIAL INVESTMENT IN STRUCTURES*

Dan S. Rickman
Center for Business and Economic Research and Department of Economics, The University of Nevada, Las Vegas, 4505 Maryland Parkway, Las Vegas, Nevada 89154-4002
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Policy Economics Group, KPMG Peat Marwick, 2001 M Street, NW, Washington, DC 20036

George I. Treyz
Department of Economics, University of Massachusetts, Amherst, Massachusetts and Regional Economic Models, Inc., 306 Lincoln Avenue, Amherst, MA 01002

ABSTRACT. Despite the importance of predicting investment expenditures for regional economic forecasting and policy simulation, little has been published on predicting regional investment expenditures. The primary reason is the lack of data on regional investment and capital stocks. Using two constructed investment data sets, this paper specifies and econometrically estimates stock adjustment equations of residential and nonresidential investment for the fifty states plus Washington D.C. Unique aspects of the approach include maximum use of United States and regional data, and pooled estimation. The estimated pooled equations provide satisfactory historical fits to investment for most states. Also, the paper presents out-of-sample forecasts and simulated investment responses to an exogenous production increase.

1. INTRODUCTION

The volatility of investment expenditures at both the national and regional levels makes their prediction key to predicting total economic activity. Much has been published on predicting investment expenditures at the national level. Because of the absence of regional investment and capital stock data, however, little has been published on predicting regional investment.

Notable exceptions are the models of housing construction for the states of Hawaii and Washington (Conway, 1980; Conway and Howard, 1980; Conway,

---

*The authors thank the anonymous referees for helpful comments. They also acknowledge research support from Regional Economic Models, Inc., particularly during the first two authors’ employment there.
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Alternative Labor Market Closures in a Regional Model

DAN S. RICKMAN
GEORGE I. TREYZ

ABSTRACT Five versions of a regional economic forecasting and simulation model are implemented to evaluate the forecasting accuracy and significance for impact analysis of alternative regional labor market closures. The five versions correspond to the following specifications: downward-sloped labor demand and upward-sloped labor supply, vertical labor demand and upward-sloped labor supply, an input-output version, and two general equilibrium configurations of labor demand and supply. It is found that the estimated impacts of an exogenous employment stimulus differ greatly across the model versions. Also, post-sample forecasts for 1981-1988 are run for the fifty states plus Washington D.C. with each model version to test their relative forecast accuracy. The forecast comparison shows that the general equilibrium version that specifies inelastic supply is inferior to the other versions for short-term forecasts of wage rates and long-term employment forecasts. For both short- and long-run population forecasts, the versions with completely immobile labor are more accurate than those with completely mobile labor. However, versions that specify an upward-sloped labor supply (partial labor supply adjustment) are the most accurate.

Introduction

REGIONAL FORECASTING AND SIMULATION MODELS either explicitly or implicitly contain assumptions about regional labor demand and supply. The assumptions employed in models in use are varied. However, there has been little systematic exploration of the sensitivity of regional impact assessments and forecasts to alternative assumptions about labor demand and supply in a regional economy.

The possible assumptions that could be used in constructing regional models are many. Traditional regional models such as the economic base and input-output models imply well-documented assumptions (e.g., Pfeffer 1976; Polzin 1977; and Richardson 1969). Demand is perfectly inelastic and supply is

Dan Rickman is an assistant professor of economics and Associate Director of the Center for Business and Economic Research at the University of Nevada, Las Vegas; George Treyz is a professor of economics at the University of Massachusetts and president of Regional Economic Models, Inc. (REMI). Research
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THE DYNAMICS OF U.S. INTERNAL MIGRATION

George I. Treyz, Dan S. Rickman, Gary L. Hunt, and Michael J. Greenwood

Abstract—In this paper we have theoretically derived a net migration equation and estimated it using time-series data for 51 regions over the period 1971–1988. The results indicate that the dynamic response of net migration is stable and is significantly related to stock equilibrium changes induced by amenity differentials, relative employment opportunities, relative real wages, and industry composition. Moreover, the explicit linkage of stock equilibrium to stable dynamic flows in the model ensures that any stock disequilibrium will generate a finite migration response sufficient to attain a new stock equilibrium. The estimated parameters determine the speed at which net migration re-establishes stock equilibrium.

I. Introduction

Due mainly to a lack of good time-series data on migration, temporal studies of migration's determinants and consequences are rare. As a result of the lack of time series data, investigators have little knowledge of the dynamic properties of migration models, including little if any notion of the manner in which migration adjusts over time to changes in such potentially important determinants as employment and wage rates. The present paper uses carefully constructed temporal data on migration and other key variables to estimate the dynamic responses of a theoretically-derived net migration equation. Unlike the dynamic migration models reviewed by Reaume (1983), our specification incorporates stock equilibrium and a dynamically stable migration flow response to disequilibrium.

Section II presents a behavioral theory of migration and derives an estimable net-migration equation. Section III briefly describes the data and discusses our econometric approach. Section IV presents econometric results and discusses empirical findings, and section V provides a summary and conclusions.

II. A Behavioral Model of Migration

Migration responds to differential economic opportunities and location-specific amenities. We argue here that economic opportunities consist of two parts—the expected wage rate and the probability of receiving that wage. Todaro (1969) and Harris and Todaro (1970) were perhaps first to incorporate the trade-off between wages and the probability of receiving the wage. These studies, however, implicitly gave equal weight to each component. The assumption of equal weights was later dropped in Todaro (1970, 1976) because if individuals are risk averse more weight may be given to the probability of receiving the wage, which is captured by the unemployment rate in his models.

Net economic migration normalized to the prior year's labor force (NECM) can be represented as a function of the differential between the region and the rest of the United States in net present value of expected income (NPV(EY)) and amenity levels (A). From this assumption and the assumptions that moving costs are proportional to income and that expected regional growth rates are the same, we can show that

\[ NECM_{a,t} = \frac{ECM_{a,t}}{NLF_{a,t-1}} = h\left[\frac{EY_{a,t}}{EY_{a,t-1}}, \frac{A_{a}}{A_{u}}\right], \]

where NLF is the natural labor force, ECM is economic migration, EY is expected income, A is an amenity term, and the subscripts a and u stand for the region a and the United States, respectively. Expected income in an area can be expressed as the probability-weighted sum of in-

Received for publication August 20, 1990. Revision accepted for publication March 4, 1992.

1 For reviews of migration studies see Greenwood (1975, 1985).

2 Topel (1980) specifies and estimates a dynamic model of local wages and employment which incorporates mobility costs and expectations of temporary and long-lived demand changes. We also incorporate mobility costs and expectations regarding long-lived trends, but we model migration explicitly whereas Topel models wages explicitly at the empirical level. While Topel focuses on the features of local wage flexibility given temporary versus permanent expected demand fluctuations and the extent of mobility by labor class, our analysis focuses on (stock) equilibrium compensating differentials and the migration dynamic response to disequilibrium conditions.
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Building US National and Regional Forecasting and Simulation Models

GANG SHAO & GEORGE I. TREYZ

ABSTRACT In this paper, we describe how Regional Economic Models, Inc. constructs US national and regional forecasting and simulation models, using the US Bureau of Labor Statistics Outlook-2000 forecast. The building procedure extends a traditional input-output model to a dynamic and structural forecasting and simulation model. While much emphasis is on building a consistent US model, we also discuss the linkages and structural differences between the national and regional models. The procedure we present is generally applicable to any regional modeling undertaking. It extracts changing relationships from the national level for use in model building and forecasting at the regional level, where these relationships are not directly observable.

1. Introduction

Regional modelling has developed rapidly over the last three decades. Despite data limitations and other empirical difficulties, many single- and multiregional economic models have been constructed and implemented for forecasting and policy analysis. Notable examples are the 1963 and 1977 US multiregional input-output models (Polenske, 1980; US Department of Health and Human Services, 1984); the econometric models for Philadelphia (Glickman, 1971), Michigan (Shapiro & Fulton, 1985) and Ohio (Baird, 1983); and the regional computable general equilibrium models (Jones & Whalley, 1988; Harrigan & McGregor, 1989; Morgan et al., 1989).1

Since 1980, starting with a core model developed for the National Academy of Sciences (Treyz et al., 1981), Regional Economic Models, Inc. (REMI) has produced regional economic and demographic forecasting and simulation models at the state and county level of the USA (see also Treyz & Stevens, 1985; Treyz et al., 1992). The models are used for regional economic forecasting and policy planning, some examples of which include estimating the economic effects.

Gang Shao was Director of Development at Regional Economic Models, Inc., when this paper was written. He currently is Senior Consultant for the Policy Economics Group at KPMG Peat Marwick, 2001 M Street, NW, Washington, DC 20036, USA. George I. Treyz is Professor of Economics, University of Massachusetts at Amherst, and President of Regional Economic Models, Inc., 308 Lincoln Avenue, Amherst, MA 01002, USA. The authors wish to acknowledge helpful comments on an earlier draft by Charles Bowman, Ronald Miller and Dan Rickman. Responsibility for the contents of the article, of course, remain with the authors.
Chapter 22: The REMI Economic-Demographic Forecasting and Simulation Model

— G.I. Treyz, D.S. Rickman, G. Shao; International Regional Science Review, 1992


Editor’s Notes In May 1980 the Journal of Regional Science (20, 2) published a symposium on multiregional econometric models. Roger Bolton wrote in the introduction that these models are “a major new development in regional economics which has significant implications for theory, policy analysis, and data development.” This issue of the International Regional Science Review revisits the topic 12 years later. It contains articles describing the current state of two of the four models featured in the original symposium, NRIES II and REMI, are extraordinary successes in the history of regional modeling. They have been used repeatedly for policy studies, impact analyses, and forecasts, and they have been updated and improved on a regular basis. They represent the state of the art of multiregional econometric modeling practice. Future issues of the Review will feature other methods that now claim the mantle of “major new development.”
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ABSTRACT. This article presents the Regional Economic Models, Inc. (REMI) Economic-Demographic Forecasting and Simulation (EDFS) model, which is used for regional forecasting and policy simulation in both the private and public sectors in the United States. The detailed structure of the model is presented. To illustrate the dynamic simulation properties of the model, results of two sample simulations for a REMI multi-area model of a region in Southern California are presented. Post-sample historical forecasts for all U.S. states are provided to evaluate the forecasting capabilities of the model.

1. Introduction

The Regional Economic Models, Inc. (REMI) Economic-Demographic Forecasting and Simulation (EDFS) model is designed with
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Migration, Regional Equilibrium, and the Estimation of Compensating Differentials

By MICHAEL J. GREENWOOD, GARY L. HUNT, DAN S. RICKMAN, and GEORGE I. TRECE

Following Shawkin Rose’s (1959) paper on wage-based indexes of urban quality of life, a number of recent studies have used the level of regional wages or rents to measure regional environmental quality (including the quality of the climate) (see, e.g., Jennifer Reback, 1982, 1988; John P. Hoehn et al., 1987; Cline C. Blomquist et al., 1989). The assumption underlying these studies is that the interregional system is in equilibrium so that wages and rents differentials are compensated differentials and thus serve as accurate proxies for differentials in environmental quality. Under this equilibrium approach, regional differentials in wages and prices do not necessarily reflect utility differences that can be arbitrated through household migration. Only such regional differentials as remain after controlling for amenity differentials across regions should represent utility differentials that would induce migration. 

Another aspect of the equilibrium assumption in quality-of-life studies is that regional prices are efficient, so that regional prices quickly realign to clear themselves to any disequilibrium exogenous changes in demand or supply conditions.

The equilibrium theorists believe that at any point in time regional wages and prices have adjusted to their equilibrium values (see Philip B. Grimes and Thomas Keasey, 1988, pp. 33. If this belief were in fact true, regional differences in wages and prices would indeed represent compensating differentials and could be used to measure the value of the location-specific attributes. However, if regional markets do not tend to clear quickly on a continuous basis, the erroneous assumption that they are in equilibrium at any point in time will lead to biased estimates of amenity valuations and, in general, to biased valuations of the entire bundle of the location-specific characteristics associated with each region, as suggested by Evans (1986). Several shortcomings of the regional quality-of-life measures endorsed in the present paper.

The paper is organized as follows. Section I develops the theoretical approach. Because much effort has been expended to measure appropriately the variables that come out of the theoretical model, Section II provides detail on various measurement issues. Section III discusses the econometric approach employed in the study and presents empirical results. Section IV discusses the implications of the results for estimating compensating differentials, and Section V presents a summary and conclusions.

1. The Theoretical Approach

We begin with the hypothesis that an area’s rate of population growth due to net migration during any given year is a function of how well all households expect to be in the area (A) compared to elsewhere in the United States (U):

\[ \log \left( \frac{\text{NLPI}_{A,U}}{\text{NLPI}_{U,U}} \right) = \alpha + \beta_1 \text{INNLPI}_{A,U} + \beta_2 \text{INNLPI}_{U,U} + \epsilon \]

where NLPI refers to non-labor civil war forces (excluding military personnel and their dependents), persons 65 and over, and farm migrants. BCT refers to economic migration (excluding dependents of the actual economic migrants), NPY refers to not discounted present value of time \( t_0 \), EY is expected income at time \( t_0 \), and \( \delta \) denotes location-specific amenities, broadly defined. If \( \delta \) is sufficiently small relative to the United States, conditions in the United States provide a close approximation to those elsewhere other than \( \delta \). Equation (1) includes both the influence of spatial economic opportunity and amenity differentials on migration. We can show that:

\[ \alpha \approx \frac{1}{\Omega} \sum \left( \frac{\text{NLPI}_{A,U}}{\text{NLPI}_{U,U}} - 1 \right) \]

where \( \alpha \) is the periodic discount rate, \( \beta \) is the expected growth rate, and \( \delta \) is the fixed proportion of income required for moving.

Assuming further that relative expected income (REI) can be estimated as the relative wage index divided by the natural labor force (NLPI), and that \( \beta_1 \gamma \approx \beta_2 \), then we can substitute (1) and obtain:

\[ \left( \frac{\text{NLPI}_{A,U}}{\text{NLPI}_{U,U}} \right) = \Omega \times \left( \frac{\Phi}{\lambda(\gamma)} \right) \]

Using a log-linear functional form and an error term, we obtain:

\[ \log \left( \frac{\text{NLPI}_{A,U}}{\text{NLPI}_{U,U}} \right) = \alpha + \beta_1 \text{INNLPI}_{A,U} + \beta_2 \text{INNLPI}_{U,U} + \epsilon \]

The previous subscript is replaced with \( t \) because the model is empirically implemented with observations that span a number of years. We expect that \( \beta_2 > 0 \). Individual effects (\( \lambda \)) represent the relative effects of amenities in area \( A \) as compared to other areas in the United States.

If it is assumed that \( \delta_1 = \delta_2 \), the individual effects terms will include a component with differentials in compensation, as well as the relative effects of amenities. Under the assumptions that \( \delta_1 = \delta_2 \), the individual effects reflect the influence of relative amenity differentials, as well as the relative effects on compensation. However, the individual effects are not always as related to the amenities and are reflected in the \( \beta_2 \) term. Our analysis assumes that these differentials are valid relative to differences in environmental quality.

3The assumptions that \( \beta_1 = \beta_2 \) is made for convenience. If \( \beta_1 = \beta_2 \), the specification of the model is slightly changed. Equation (2) becomes

\[ \log \left( \frac{\text{NLPI}_{A,U}}{\text{NLPI}_{U,U}} \right) = \alpha + \beta_1 \text{INNLPI}_{A,U} - \beta_2 \text{INNLPI}_{U,U} + \epsilon \]

where \( \beta_1 \) is the estimated coefficient for the relationship in equation (1) for the estimated income, and \( \epsilon \) is the deviation from the relationship in equation (1).
Chapter 24: List of Published Papers and Articles in REMI Files - 
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**Economic Development**

1. *Applications of the Wisconsin REMI Model*; Wisconsin Department of Development; Randy Pilo; Division of Research and Planning; (608) 266-8524; 5 pages; September 1988.


3. *Economic and Fiscal Effects of the Toyota Auto Facility on the Kentucky Economy*; Kentucky Legislative Research Commission; 13 pages; October 1986.


6. *An Economic Simulation of Reduced Activity at the Nevada Test Site*; Thomas Carroll; University of Nevada; (702) 739-3191; 9 pages with appendices of 27 pages; August 11, 1988.

7. *The Economic Impact of the Kansas City Chiefs & Kansas City Royals on the State of Missouri*; Frank Lenk, Mid-America Regional Council; (816) 474-4240; 34 pages; February, 1989.


9. (reserved)

10. (reserved)

11. (reserved)

12. *The Economic Impact of Expanding Bartle Hall and Building an 800-Room Hotel*; Franklin Lenk; 26 pages; February 6, 1990.


21. (reserved)


29. (reserved)


35. (reserved)


38. *Maine Business Indicators - The Cumberland County Economy*, University of Southern Maine; 7 pages; 1993.


42. (reserved)


47. (reserved)


57. (reserved)


59g. (reserved)

59h. (reserved)


59k. (reserved)

59l. (reserved)


59o. (reserved)

59p. (reserved)


59s. *Economic Activity and Economic Impact of the Snowmobile Industry in Minnesota*; Nathan Tiller, Minnesota Department of Trade and Economic Development; 15 pages; October, 1996.

59t. *Economic Impact of Ball State University on the Muncie Community*; Patrick M. Barkey, Bureau of Business Research, Ball State University; 24 pages; January, 1997.


59aw. Impact of Florida’s Modeling, Simulation, and Training Industry. Sponsored by the National Center for Simulation through grant funding from Enterprise Florida Inc., in partnership with the Florida High Tech Corridor Council, the University of Central Florida HITEC Center, the Metro Orlando Economic Development Commission, Orange County, and the City of Orlando. Fall 2003; 17 pages.


59bf. {reserved}


59bh. {reserved}


**Energy**

60. The Effects of the Proposed Purchase of Power from Hydro Quebec; Maine State Planning Office; 85 pages; May 19, 1987.

61. The Effects of a Mandatory Early Shutdown of Maine Yankee; Richard Silkman; 38 pages with appendices of 52 pages; September, 1987.

62. The Impact of Reduced Use of Illinois Coal; Mark Bonardelli; 7 pages; paper distributed at the REMI conference, October 9, 1989.

63. Determining Electricity Demand; Central Maine Power Company; 54 pages; June, 1990.


70. *The REMI Model: Applications in Electricity Demand Forecasting at Wisconsin Power and Light Company*, John Hodgson; 11 pages; October, 1994.

71. *Executive Summary — Vermont Twenty Year Electric Plan Pursuant to 30 V.S.A. § 202(e)*; Vermont Dept. of Public Service; 17 pages; December, 1994, and *Vermont Twenty Year Electric Plan Pursuant to 30 V.S.A. § 202(e)*; Vermont Dept. of Public Service; 373 pages; December, 1994.


79a. *Impacts of the Kyoto Protocol on West Virginia’s Economy*, David Greenstreet, West Virginia University College of Business and Economics; 42 pages; December 1999.

79b. *Impacts of Phase II SO2 Emission Restrictions on West Virginia’s Economy*, David Greenstreet, West Virginia University College of Business and Economics; 44 pages; December 1999.
79c. Impacts of the NOx SIP Call on West Virginia’s Economy; David Greenstreet, West Virginia University College of Business and Economics; 44 pages; December 1999.


Environment


97. *Socioeconomic Analysis of Proposed Regulation XIII - Trip Reduction Rules Alternatives 1301 (100+) and 1301/1301 (60+)* - Final Report; Regional Economic Models, Inc.; 28 pages; August 3, 1993. (REPLACED BY article 96)

98. *Socioeconomic Analysis of Proposed Regulation XIII - Trip Reduction Rules Alternatives 1301 (100+) and 1301/1302 (60+)* - Appendix; Regional Economic Models, Inc.; 486 pages; August 3, 1993.


99b. *The Direct and Extended Economic Impacts of Pollution Prevention in New Jersey*; Kelly Robinson, Rutgers University; 33 pages; July 25, 1996. REPLACED BY 99f (99f is final version)


99h. Minnesota’s Value-Added Recycling Manufacturing Industries: An Economic and Environmental Profile; Wayne Gjerde, Karen Harrington, Garth Hickle, and Tim Nolan; Minnesota Office of Environmental Assistance, June, 1997; 48 pages.


99j. Assessing the Economic Impact of a New Capital Formation Model for Iowa Agriculture; Jon Muller, Iowa Farm Federation, April 6, 1998; 7 pages.

99k. Socioeconomic Report for LAER/BACT for Spray Booths; Sue Lieu and Shah Dabirian; South Coast Air Quality Management District; 19 pages; October 1998.

99l. The Economic Development Impacts of Siting the Tritium Accelerator at the Savannah River Site (SRS); Michael Frisch and Michael Greenberg; SLUDGE/CRESP-East, Rutgers University; prepared for the RSAI 45th North American Meeting; 5 pages; November 14, 1998.


99o. Regional Economic Impacts of Environmental Management of Radiological Hazards: An Initial Analysis of a Complex Problem; Michael Greenberg, David Lewis, and Michael Frisch; E.J. Bloustein School of Planning and Policy, Rutgers University; 14 pages; revised December, 2000.


Evaluation


**General Applications**


123. *Applications of the REMI Model*; Glen Weisbrod; distributed at REMI conference; 2 pages; October 9, 1989.


Taxation


138.  *Economic Impacts of Business Location Decisions Due to Tax Abatement Policies*, Peter Nicholas, Institute of Labor and Industrial Relations, University of Michigan; 15 pages; REMI Users’ Conference Presentation; October, 1996.


139h. {reserved}


**Technical**


178. *A Regional and Multiregional Modeling Strategy*; Treyz; unpublished paper.


180. *Quantitative Comparison of the REMI New EDFS-53 (EDFSX-53) and the Old FS-53 Models*; G. Shao; Regional Economic Models, Inc.; October, 1989; unpublished paper.


183. *A Bayesian Analysis of the Use of National Coefficients in a Structural Regional Economic Model*; Dan S. Rickman; 11 pages; October, 1994.


189d. "Long-Run Forecasting of the U.S. Economy," Donald R. Grimes, Institute of Labor and Industrial Relations, University of Michigan; 4 pages; REMI Users’ Conference Presentation; October, 1996.


189m. "An Evolutionary New Economic Geography Model," Wei Fan, Department of Economics, University of Michigan, Ann Arbor; Frederick Treyz and George Treyz, Regional Economic Models, Inc.; 39 pages; March 17, 2000.
189o. REMI Southwest Users’ Conference, Houston, TX, February 21, 2002; 14 pages; Greg Albrecht, Chief Economist, Los Angeles Legislative Fiscal Office.

189p. Advanced Features of the REMI Model Chart.

Tourism


191. The Economic Impact of Kentucky’s Tourism and Travel Industry: 1983-1984; Kentucky Department of Travel Development; Tourism Research Series No. 26; June, 1985.

192. Travel Show Impact Analysis; Kentucky Department of Economic Development, Office of Tourism Development; Tourism Research Series No. 1; 10 pages; January, 1982.

193. Impact of the 1982 World’s Fair on Kentucky’s Tourism and Travel Industry; Kentucky Department of Economic Development, Office of Tourism Development; Tourism Research Series No. 9; 17 pages; December, 1982.

194. The Impact of Kentucky’s 1986 Travel Advertising; Kentucky Department of Travel Development, Division of Marketing and Advertising; Tourism Research Series No. 37; 14 pages; June, 1987, and The Impact of 1981 Travel Advertising; Kentucky Department of Economic Development, Office of Tourism Development; Tourism Research Series No. 3; February, 1982.


197. The Economic Impact of The Wonderful World of Oz Theme Park and The Emerald Resort Hotel; Mid-America Regional Council; Final Report, 39 pages; April, 1998.


Health Care

200. Requirements for Pennsylvania Health Care and Service Workers Under Alternate National Patterns of Spending in Health-Related Industries; David L. Passmore and Guoqing Wang; 6 pages; October, 1994.


**Book Reviews**


**Transportation**


311. *New Methods for Measuring Highway Economic Benefits - The Elements of Business Productivity*; Glen Weisbrod and Frederick Treyz; 13 pages; revised August, 1996.

See #321 for most recent version of this article.


318. *Assessing the Economic Impact of Transportation Projects; How to Choose the Appropriate Technique for Your Project*; G. Weisbrod and B. Weisbrod; 29 pages, October 1997


322. *Impacts of Transportation Infrastructure Investments on the Greater Richmond Region*, Submitted to The Greater Richmond Chamber of Commerce by ICF Kaiser; 82 pages; April 1997.

324. *Infrastructure and Economic Impacts of Changes in Truck Weight Regulations in Montana*, Julie Hewitt, Jerry Stephens, Kristen Smith, and Nate Menuez; Montana State University; 32 pages; March 1999.


331. *Contribution of the Automotive Industry to the U.S. Economy in 1998: The Nation and Its Fifty States*, Institute of Labor and Industrial Relations at the University of Michigan, Office for the Study of Automotive Transportation at the University of Michigan Transportation Research Institute, Center for Automotive Research at the Environmental Research Institute of Michigan; 54 pages; Prepared for the Alliance of Automobile Manufacturers, Inc. and the Association of International Automobile Manufacturers, Inc., Winter 2001.


350. (reserved)


### National


### Multiregional US Applications


Lowrie, Henry Mayer, Darien Simon, Edward J. Bloustein School of Planning and Policy, Rutgers University; Regional Science Research Institute, West Virginia University; 46 pages; May 1997.

Other Papers of Interest Not Currently Available from REMI

i. Executive Summary: The Economic and Fiscal Impacts of a Proposed Moratorium on Sarasota County, Florida; Cambridge Systematics, Inc.; 27 pages; August 10, 1990.


vii. Regional Economic Effects - Fort Drum; Fredric C. Menz; Fort Drum Steering Council Presentation; 17 pages; June 2, 1989. Contact Prof. Menz, Department of Economics, Clarkson University, (315) 268-6427.


x. Applying a Vendor-Developed Regional Economic Model: REMI in Metropolitan Kansas City; Franklin A. Lenk.

xi. Some Perspective on the Value and Limitations of Long-term Forecasts: An Application of the Pittsburgh REMI Model; Frank Giarratani.